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Виртуализа́ция — предоставление вычислительных ресурсов, в абстрагированном от аппаратной части виде, и обеспечивающее при этом логическую изоляцию друг от друга вычислительных процессов, выполняемых на одном физическом ресурсе.
Часто виртуализацию используют для размещения множества операционных систем на одном устройстве. В качестве некоторой прослойки между виртуальными машинами и аппаратной частью существует гипервизор.
Гиперви́зор или монито́р виртуа́льных маши́н — программа или устройство, обеспечивающая одновременное, параллельное выполнение нескольких операционных систем на одном и том же хост-компьютере.
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Сценариев использования виртуализации огромное количество. Наиболее популярное направление – разработка и тестирование. Например, выпускается обновление какого-то программного продукта, который является важной частью вашей инфраструктуры и вы на стенде, эмулирующим вашу реальную инфраструктуру проверяете, возможные неполадки, которые могут возникнуть на этапе внедрения или использования новой версии продукта.
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Вообще видов виртуализации большое количество.
Есть эмуляция – она позволяет виртуализировать различные платформы, например эмуляция игровой консоли на ПК
Виртуализация памяти – позволяет объединить оперативную память из различных ресурсов в единый пул.


[image: ]
Можно виртуализировать разное ПО, при этом как приложения, так и отдельные сервисы
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Виртуализация систем хранения позволяет представить набор физических носителей в виде единого физического носителя.
В Linux системах зачастую используется VFS – это уровень абстракции поверх реализации файловой системы. Таким образом у вас одинаково с точки зрения ОС создаются и удаляются файлы, в разных файловых системах (например xfs и ext4).
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Можно виртуализировать и базу данных, или даже целую сеть. Это позволяет нам виртуализировать практически всю инфраструктуру и в том числе следить за безопасность в сети, проводить различные тесты и проверки, не подвергая опасности реальные устройства.
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Разумеется, есть и виртуализация ОС, это то с чем вы наверное наиболее часто сталкивались
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Последнее, что мы перечислим – это аппаратная виртуализация. В отличие от программной виртуализации, с помощью данной техники возможно использование изолированных гостевых операционных систем, управляемых гипервизором напрямую.
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Аппаратная виртуализация обеспечивает производительность, сравнимую с производительностью невиртуализованной машины, что дает виртуализации возможность практического использования и влечет её широкое распространение. Наиболее распространены технологии виртуализации Intel-VT и AMD-V.
Есть множество популярных платформ, которые её поддерживают. Мы же остановимся на KVM, потому что именно она используется в РЕД Виртуализации
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KVM — программное решение, обеспечивающее виртуализацию в среде Linux на платформе x86, которая поддерживает аппаратную виртуализацию на базе Intel VT либо AMD SVM.
Сам KVM состоит из нескольких модулей ядра и компонентов, представляющих эмуляции аппаратного обеспечения различных платформ
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При этом сам по себе KVM не выполняет эмуляции, но позволяет виртуальным машинам использовать немодифицированные образы дисков QEMU, VMware и других, содержащие операционные системы.
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Что же такое РЕД Виртуализация? РЕД Виртуализация - это система управления виртуализацией. Базируется на технологии KVM и была разработана компанией РЕД СОФТ на основе продукта oVirt компании Red Hat.
Грубо говоря, само решение состоит из нескольких основных частей 
· Сетевое хранилище – для хранения образов виртуальных машин
· Веб интерфейс – для управления виртуализацией
· KVM – в качестве гипервизора
Все это может быть реализовано как  на одном сервере, так и распределено по нескольким
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Для администрирования виртуализации используется библиотека libvirt – это реализация API на node.
Node – это образ ОС, для загрузки по сети физических и виртуальных машин. Компьютеры с node выполняют на себе виртуальные машины.
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РЕД Виртуализация поддерживает функции
· Высокой доступности 
· Живой миграции
· Управления снимками состояния
· Балансировки нагрузки
· Импорта виртуальных машин
· Создания отчетов
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Из того что мы с вами еще не перечислили выделим:
· Vdsm – агент при помощи которого Engine взаимодействует с узлами
· Engine – менеджер виртуализации
· Технологии LVM и NFS – используются для хранения дисков
· Postgres – используется для хранения метаданных
· Протоколы SPICE и VNC – используются для доступа к ВМ
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В нашем случае используется именно виртуализация, поэтому схема работы представлена на левом рисунке.
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А так выглядит сам продукт. Но на него мы еще посмотрим после установки.


Глава 2. Установка Standalone
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Есть два варианта установки РЕД Виртуализации
Установка Standalone подразумевает использование только одного вычислительного хоста. Вся структура управления разворачивается на хостовой ОС. ВМ управления РЕД Виртуализацией не создаётся. В качестве базового СХД может быть использовано локальное хранилище сервера. Дальнейшее расширение вычислительных мощностей до кластера невозможно. Только добавление дополнительных СХД. 
Установка типа Host подразумевает развёртывание ВМ управления HostedEngine. Так же установка должна проходить на заранее подготовленное СХД. Локальные хранилища напрямую использовать не получится. Возможно дальнейшее расширение до кластера.
Hosted Engine - это виртуализированная среда, в которой Engine работает на виртуальной машине на хостах, управляемых данной службой. Виртуальная машина создается как часть конфигурации хоста, а Engine устанавливается и настраивается параллельно с процессом конфигурации хоста. Основное преимущество варианта Hosted Engine состоит в том, что ему требуется меньше оборудования для развертывания системы виртуализации, поскольку Engine работает как виртуальная машина, а не на физическом оборудовании. Кроме того, Engine настроен на высокую доступность. Если хост, на котором запущена виртуальная машина Engine, переходит в режим обслуживания или неожиданно выходит из строя, виртуальная машина будет автоматически перенесена на другой хост в среде. Для поддержки функции высокой доступности требуется минимум два хоста.
Добавить схему про engine
Установка в режиме standalone достаточно простая – пункты по большей части аналогичны обычной установке РЕД ОС
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Обновляем ОС (мы этого делать не будем потому что слишком много времени может занять), меняем ip-адрес на статический и назначаем имя для нашего хоста. DNS-сервер у нас не развернут, поэтому будем добавлять настройки в /etc/hosts.
Также создаем каталог /srv/data и назначаем ему необходимые права. Данный каталог нам понадобится в дальнейшем для создания локального хранилища.
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Далее запускаем команду конфигурирования среды виртуализации. Так как мы не обновляли систему – будем использовать опцию offline.
engine-setup --accept-defaults --offline
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При помощи команды engine config – изменяем значение переменной ImageTransferProxyEnabled для того, чтобы мы имели возможность загружать виртуальные диски и iso-образы в РЕД Виртуализацию. После чего перезапускаем oVirt и входим в веб интерфейс по доменному имени нашей машины.
Теперь система управления средой виртуализации доступна для запуска в веб-интерфейсе. Для получения доступа к веб-порталу необходимо будет перейти по ссылке. В рамках прохождения курса у нас есть готовая предустановленная и преднастроенная машина Red NFS. При реальной эксплуатации без настройки DNS сервера никто не будет знать имя вашего Standalone. Поэтому если вы его не настроили и будете подключаться с linux системы, то добавьте следующую строчку в /etc/hosts (если с windows системы, то в C:\Windows\System32\drivers\etc):
172.27.5.110 standalone.red
Обратите внимание, что в файле /etc/hosts машины Red NFS уже все есть.
Авторизуйтесь на веб-портале standalone.red (Адрес портала можно узнать разлогинившись из под root на ВМ Standalone). 
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Если у вас закрытый контур, то ознакомиться с портами, используемыми в РЕД Виртуализации можно в документации
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Центр обработки данных — это логическая сущность, определяющая набор ресурсов, используемых в конкретной среде. Центр обработки данных считается контейнерным ресурсом, поскольку он состоит из логических ресурсов в виде кластеров и хостов, сетевых ресурсов в виде логических сетей и физических сетевых карт, и ресурсов хранения в виде доменов хранения.
Центр обработки данных может содержать несколько кластеров, которые в свою очередь могут содержать несколько хостов. Также он может иметь несколько доменов хранения, связанных с ним, и поддерживать несколько виртуальных машин на каждом из своих хостов. Среда РЕД Виртуализации позволяет содержать несколько центров обработки данных. Инфраструктура центров обработки данных позволяет разделить эти центры.
Кластер — это логическая группа хостов, которые совместно используют одни и те же домены хранения и имеют один и тот же тип процессора (Intel или AMD). Если хосты имеют разные поколения моделей ЦП, они используют только функции, присутствующие во всех моделях. Каждый кластер в системе должен принадлежать центру обработки данных, и каждый хост в системе должен принадлежать кластеру. Виртуальные машины динамически выделяются любому узлу в кластере и могут быть перенесены между ними в соответствии с политиками, определенными в кластере, и параметрами виртуальных машин. Кластер — это самый высокий уровень, на котором можно определить политики распределения мощности и нагрузки.
РЕД Виртуализация создает кластер по умолчанию в центре обработки данных по умолчанию во время установки.
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Откройте «Виртуализация» - «Дата-центр», нажмите «Редактировать» и в поле «Тип хранилища» выберите «Локальный».
В данной инсталляции у нас все компоненты будут находиться локально на одной машине, в том числе и хранилище.
Откройте «Сеть» - «Профили vNIC». Выберите профиль «ovirtmgmt» и нажмите «Изменить». В пункте «Фильтр сети» выберите «Нет сетевого фильтра». Если данный шаг не проделать, то из-за фильтра вы не сможете подключиться к веб-интерфейсу, а сама ВМ не будет иметь доступа к сети.
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При необходимости можно создать и свои центры обработки данных. По умолчанию ЦОД создается во время установки РЕД Виртуализации, пока что нам этого будет достаточно
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Хосты, также известные как гипервизоры, являются физическими серверами, на которых работают виртуальные машины. Полная виртуализация обеспечивается с помощью загружаемого модуля ядра Linux, называемого KVM (Kernel-based Virtual Machine). KVM может одновременно размещать несколько виртуальных машин под управлением операционных систем Linux. Виртуальные машины запускаются как отдельные процессы и потоки Linux на главной машине и управляются удаленно механизмом РЕД Виртуализации. Среда РЕД Виртуализации имеет один или несколько хостов, подключенных к ней.
Создаем вычислительный хост. Перейдите в «Виртуализация» - «Узлы». Нажмите «Новый». В открывшемся окне в полях «Name» и «Hostname» впишите имя машины. В нашем случае – «standalone.red». В поле «Password» - пароль от root. В нашем случае – 12345678.
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На порту 9090 хоста располагается панель мониторинга виртуализации – здесь можно посмотреть состояние работоспособности хоста и различную статистику по нему
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Для хостов РЕД Виртуализации предусмотрены следующие максимальные ограничения:
• максимальный размер оперативной памяти: 12ТБ;
• максимальное количество логических ядер ЦП или потоков: 768;
• максимальное количество одновременных живых миграций: входящих — 2, исходящих — 2.
• пропускная способность динамической миграции: по умолчанию 52МБ на миграцию. При использовании других политик миграции будут использоваться адаптивные значения пропускной способности в зависимости от скорости физического устройства.
Хосты используют настроенные профили, которые обеспечивают оптимизацию виртуализации.
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После инициализации хоста сервер автоматически перезагрузится. После перезагрузки подождите некоторое время и подключитесь обратно к веб-интерфейсу.
Добавляем локальный домен хранения. «Хранилище» - «Домен» и нажмите «Новый». В поле «Имя» укажите «localnfs», «Тип хранилища» - «Локально на хосте», «Хост» - «standalone.red», «Путь» - «/srv/data».
Каталог /srv/data мы создавали ранее. Именно в нём будут храниться образы и диски, которые мы будем добавлять и создавать в дальнейшем
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Добавляем пользователя в систему. 
ovirt-aaa-jbdc-tool user add test1
Можно использовать различные параметры и опции, подробнее можно узнать при помощи опции - - help
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Меняем пароль пользователю и устанавливаем время действия пароля:
ovirt-aaa-jbdc-tool user password-reset test1 --password-valid-to=”2026-08-01 12:00:00-0800”
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Обязательно указывайте время действия учетной записи в предыдущем шаге, иначе пользователь может сразу стать заблокированным
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Добавляем пользователя в веб-интерфейсе. Откройте «Администрирование» - «Пользователи» - «Добавить» - «Вперёд» - «test1»
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Ролей в РЕД Виртуализации достаточно большое количество, они будут рассмотрены далее в следующих лекциях. Сейчас мы воспользуемся ролью UserRole.
Данная роль позволяет войти на портал виртуальных машин, назначить пользователю виртуальные машины и пулы, просмотреть состояние виртуальной машины и сведения о ней.
Добавляем пользователю роль UserRole. Откройте «Администрирование» - «Пользователи» - «test1» и перейдите на вкладку «Разрешения». Выберите «Добавить системные требования» - «Роль для связи» - «UserRole» - «ОК».
Выполните вход в «Портал виртуальных машин» пользователем test1.



Глава 3. Создание виртуальных машин
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Сеть - предоставляет пользователям центральное расположение для выполнения операций, связанных с логической сетью, и поиска логических сетей на основе свойств каждой сети или связи с другими ресурсами. Кнопки Новая, Изменить и Удалить позволяют создавать, изменять свойства и удалять логические сети в центрах обработки данных.
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Сеть можно создать в настройках Центра обработки данных, в настройках кластера или в «Сеть» – «Сети»При создании логической сети используются VLANы. Это позволяет разграничить трафик между ВМ при необходимости.
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Для того, чтобы ВМ могла работать с данной сетью – её необходимо сначала добавить на узле. Для этого нужно перейти в настройки узла и мышкой перетащить логическую сеть к интерфейсу. Только после этого можно добавить сетевой интерфейс на ВМ. Перейдите в настройки ВМ, выберите вкладку «Сетевые интерфейсы» и добавьте новый интерфейс.
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С виртуальными машинами можно работать как на портале виртуальных машин, так и на портале администрирования. Наличие тех или иных прав для работы с ВМ зависит от роли пользователя в системе.
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На портале  ВМ пользователь может выполнять основные действия с ВМ (при наличии прав), такие как – запуск, остановка, редактирование и просмотр сведений. 
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Подключение к ВМ может осуществляться по протоколу SPICE или VNC. Для доступа к машинам рекомендуется использовать утилиту virt-viewer.
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Подключение к ВМ происходит по нажатию кнопки «Консоль». В отдельном окне (или вкладке браузера) появляется графическое окно с помощью которого можно взаимодействовать с ВМ как с физической машиной.
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Также на портале ВМ можно просматривать информацию про ВМ, а при наличии необходимых прав, даже изменять её.
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Создать ВМ на портале ВМ тоже можно. 


Глава 4. Администрирование
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Центр обработки данных — это логическая сущность, определяющая набор ресурсов, используемых в конкретной среде. Центр обработки данных состоит из логических ресурсов в виде кластеров и хостов, сетевых ресурсов в виде логических сетей и физических сетевых карт, и ресурсов хранения в виде доменов хранения.
Центр обработки данных может содержать несколько кластеров, которые в свою очередь могут содержать несколько хостов. Также он может иметь несколько доменов хранения, связанных с ним, и поддерживать несколько виртуальных машин на каждом из своих хостов. Среда РЕД Виртуализации позволяет содержать несколько центров обработки данных. 
РЕД Виртуализация создает центр обработки данных по умолчанию во время установки. Можно настроить центр обработки данных по умолчанию или создать новые центры обработки данных с соответствующими именами.
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Настроить датацентр можно в «Виртуализация» - «Дата-центры». В окне Guide Me перечислены объекты, которые необходимо настроить для центра обработки данных. Настройте эти объекты или отложите настройку, нажав кнопку Настроить позже. Конфигурацию можно возобновить, выбрав центр обработки данных и нажав Дополнительные действия → Guide Me
Процедура настройки имеет следующий порядок:
1) Создаем дата центр
2) Добавляем к нему кластер
3) Добавляем и настраиваем хост, внутрь созданного кластера
4) Добавляем хранилища
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При создании нового датацентра необходимо указать имя, описание, тип хранилища, версию РЕД Виртуализации, и при необходимости ограничения ресурсов – задать квоты.
Тип хранилища определяет тип центра обработки данных и не может быть изменен после создания без существенных сбоев. В один и тот же центр обработки данных можно добавить несколько типов доменов хранения (iSCSI, NFS, FC, POSIX и Gluster), при этом локальные и общие домены нельзя смешивать.
Версия РЕД Виртуализации. После обновления Engine РЕД Виртуализации хосты, кластеры и центры обработки данных могут оставаться в более ранней версии. Перед обновлением версии совместимости центра обработки данных убедитесь, что вы обновили все хосты, а затем кластеры.
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Есть 3 основных типа хранилища – data, iso и export. В процессе настройки датацентра необходимо будет присоединить как минимум хранилище данных. При необходимости хранилище можно будет отключить, предварительно переключив его в режим обслуживания.
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Кластер — это логическая группа хостов, которые совместно используют одни и те же домены хранения и имеют один и тот же тип процессора (Intel или AMD).
Каждый кластер в системе должен принадлежать центру обработки данных, и каждый хост в системе должен принадлежать кластеру. Виртуальные машины динамически выделяются любому узлу в кластере и могут быть перенесены между ними в соответствии с политиками, определенными в кластере, и параметрами виртуальных машин. Кластер — это самый высокий уровень, на котором можно определить политики распределения мощности и нагрузки.
РЕД Виртуализация создает кластер по умолчанию в центре обработки данных по умолчанию во время установки
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В процессе создания кластера необходимо:
На вкладке General указать датацентр к которому относится данный кластер, имя кластера, а также роль сети управления. Выберите архитектуру CPU. Для Типа CPU выберите самое старое семейство процессоров CPU среди хостов, которые будут входить в этот кластер. Типы процессоров перечислены в порядке от самых старых до самых новых. Выберите версию совместимости (по сути версия РЕД виртуализации) и Тип брандмауэра для хостов в кластере: iptables или firewalld. Установите переключатель «Включить службу Virt» или «Включить службу Gluster», чтобы определить, будет ли кластер заполнен хостами виртуальных машин или хостами с поддержкой Gluster. 
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Перейдите на вкладку Оптимизация, чтобы выбрать пороговое значение общего доступа к страницам памяти для кластера, а также при необходимости включить обработку потоков ЦП и увеличить объем памяти на хостах кластера.
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Политика миграции – определяет при каких ситуациях ВМ будут переноситься с одного хоста на другой. 
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Политика планирования — это набор правил, определяющих логику распределения виртуальных машин между хостами в кластере. Политики планирования определяют эту логику с помощью комбинации фильтров, оценок и политики балансировки нагрузки.
РЕД Виртуализация предоставляет пять политик планирования по умолчанию:
None, Evenly_Distributed, VM_Evenly_Distributed, Power_Saving и Cluster_Maintenance. Вы также можете создать новые политики планирования, обеспечивающие более точный контроль над распределением виртуальных машин. Независимо от политики планирования, виртуальная машина не запускается на хосте с перегруженным процессором. По умолчанию, ЦП хоста считается перегруженным, если он имеет нагрузку более 80% в течение 5 минут, но эти значения можно изменить с помощью политик планирования.
Более подробно политики планирования будут рассмотрены далее.
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На вкладке «Консоль» - можно настроить прокси для SPICE и включить шифрование для VNC
Настройки ограничений и пул МАС-адресов можно настроить на вкладках «Политика ограничений» и «Пул МАС-адресов» соответственно


[image: ]
Домен хранения — это набор образов, имеющих общий интерфейс хранения. Домен хранения содержит полные образы шаблонов и виртуальных машин (включая моментальные снимки) или ISO-файлы.
Виртуальные машины с общим доменом хранения можно переносить между хостами, принадлежащими к одному кластеру.
РЕД Виртуализация поддерживает три типа хранения: NFS, iSCSI и FCP. В каждом типе имеется хост, известный как диспетчер пулов хранения (SPM), который управляет доступом между хостами и хранилищем. Хост SPM — это единственный хост, который имеет полный доступ в пуле хранения. SPM может изменять метаданные домена хранения и метаданные пула. Все остальные хосты могут получить доступ только к данным образа жесткого диска виртуальной машины.
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Настраивать домены хранения можно на вкладке Хранилище.
Всего можно выделить 3 основных типа доменов хранения: data, iso и export
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Data – содержит виртуальные жесткие диски, OVF-файлы и снимки. Данный домен не может быть общим для всех датацентров.
ISO – хранит файлы ISO используемые для установки ОС. Может быть общим для нескольних датацентров. Датацентр может иметь только один домен ISO.
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Export – временное хранилище используемое для копирования и перемещения образов ВМ между датацентрами. Так же могут использоваться для резервного копирования ВМ. Датацентр может содержать только 1 домен Export, но домен Export можно перемещать между датацентрами.
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Для подготовки хранилища необходимо создать группу kvm и пользователя vdsm, после чего создать каталоги, которые будут служить доменами хранения и назначить им необходимые параметры – владельца, группу владельцев и права доступа.


[image: ]
Созданные каталоги можно подключить на вкладке «Хранилища» - «Домены»  при создании нового домена.
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Порядок настройки хранилища в РЕД Виртуализации описан на слайде
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Поля настройки параметров домена хранения представлены на слайде. 
Дополнительные параметры:
Индикатор предупреждения о малом количестве пространства. Если свободное пространство, доступное в домене хранения, меньше этого процента, пользователю отображаются и регистрируются предупреждающие сообщения.
Действие блокировки при критическом значении свободного места. Если свободное пространство, доступное в домене хранения, меньше этого значения, сообщения об ошибках отображаются пользователю и регистрируются в журнале. Любое новое действие, которое потребляет пространство, даже временно, будет заблокировано.
Очистка после удаления данный параметр можно изменить после создания домена, однако это не изменит свойство очистки после удаления для уже существующих дисков.
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Пул виртуальных машин — это группа виртуальных машин, которые являются клонами одного шаблона и могут использоваться по требованию любым пользователем в данной группе. Пулы виртуальных машин позволяют администраторам быстро настраивать набор обобщенных виртуальных машин для пользователей. 
Пользователи получают доступ к пулу виртуальных машин, выбирая виртуальную машину из пула. Когда пользователь выбирает виртуальную машину из пула, ему предоставляется любая из виртуальных машин в пуле, если они доступны. Эта виртуальная машина будет иметь ту же операционную систему и конфигурацию, что и шаблон, на котором был основан пул, но пользователи могут не получать одну и ту же ВМ из пула каждый раз, когда они используют виртуальную машину. Пользователи также могут использовать несколько виртуальных машин из одного пула виртуальных машин в зависимости от конфигурации этого пула. 
Виртуальные машины в пуле виртуальных машин не сохраняют состояние, что означает, что данные не сохраняются при перезагрузке. Однако пул можно настроить так, чтобы он сохранял состояние, позволяя сохранять изменения, внесенные предыдущим пользователем.
Примечание. Виртуальные машины, взятые из пула, не остаются без состояния при доступе с портала администрирования. Это связано с тем, что администраторы должны иметь возможность при необходимости записывать изменения на диск. 
Виртуальные машины в пуле запускаются, когда пользователь их использует, и выключаются, когда пользователь завершает работу. Однако пулы виртуальных машин также могут содержать предварительно запущенные виртуальные машины. Предварительно запущенные виртуальные машины находятся в активном состоянии и простаивают до тех пор, пока ими не воспользуется пользователь. Это позволяет пользователям начать использовать такие виртуальные машины немедленно, но из-за простоя эти виртуальные машины будут потреблять системные ресурсы, даже если они не используются.
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По большей части – процесс создания пула аналогичен созданию ВМ
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РЕД Виртуализация предоставляет ряд предварительно настроенных ролей, от администратора с общесистемными разрешениями до конечного пользователя с доступом к одной ВМ. Несмотря на то, что вы не можете изменить роли по умолчанию, вы можете клонировать и настраивать их, а также создавать новые роли в соответствии с вашими требованиями.
В РЕД Виртуализации существует два типа ролей:
• роль администратора - предоставляет доступ к Порталу администратора для управления физическими и виртуальными ресурсами. Роль администратора предоставляет разрешения на выполнение действий на портале виртуальных машин. Однако это не имеет никакого отношения к тому, что пользователь может видеть на портале виртуальных машин.
• роль пользователя - имеет доступ к Порталу виртуальных машин для управления и контроля доступа к виртуальным машинам и шаблонам. Роль пользователя определяет, что пользователь может видеть на портале виртуальных машин. Разрешения, предоставленные пользователю с ролью администратора, отражаются в действиях, доступных этому пользователю на портале виртуальных машин.
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Настраиваются роли на вкладке «Администрирование» - «Настройка»
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Для новой роли можно задать имя и описание, а также назначить разрешенные действия.
Роли и разрешения — это свойства пользователя. Многоуровневое администрирование обеспечивает детализированную иерархию разрешений. Например, администратор центра обработки данных имеет разрешения на управление всеми объектами в центре обработки данных, а администратор хоста имеет права системного администратора для одного физического хоста. Так же один пользователь может иметь разрешения на использование одной виртуальной машины, но не может вносить какие-либо изменения в конфигурации виртуальной машины, в то время как другому пользователю могут быть назначены системные разрешения для внесения изменений в виртуальную машину.
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На слайде представлены роли системного администратора. 
Не используйте администратора сервера каталогов в качестве администратора РЕД Виртуализации. Создайте пользователя на сервере каталогов специально для использования в качестве администратора РЕД Виртуализации.
Более подробную информацию о существующих ролях можно найти в документации.
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Политика планирования — это набор правил, определяющих логику распределения виртуальных машин между хостами в кластере. Политики планирования определяют эту логику с помощью комбинации фильтров, оценок и политики балансировки нагрузки.
Политики планирования настраиваются в «Администрирование» - «Настройка».
РЕД Виртуализация предоставляет пять политик планирования по умолчанию: None, Evenly_Distributed, VM_Evenly_Distributed, Power_Saving и Cluster_Maintenance. Вы также можете создать новые политики планирования, обеспечивающие более точный контроль над распределением виртуальных машин. Независимо от политики планирования, виртуальная машина не запускается на хосте с перегруженным процессором. По умолчанию, ЦП хоста считается перегруженным, если он имеет нагрузку более 80% в течение 5 минут, но эти значения можно изменить с помощью политик планирования.
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Политика планирования Evenly_Distributed равномерно распределяет нагрузку на память и ЦП между всеми хостами в кластере. Дополнительные виртуальные машины, подключенные к узлу, не запустятся, если этот узел достиг пороговых значений данной политики планирования.
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Политика планирования Power_Saving распределяет нагрузку на память и ЦП по подмножеству доступных хостов, чтобы снизить энергопотребление на недостаточно загруженных хостах. Хосты с загрузкой ЦП ниже минимального значения использования в течение времени, превышающего определенный интервал, перенесут все виртуальные машины на другие хосты, чтобы их можно было отключить. Дополнительные виртуальные машины, подключенные к узлу, не запустятся, если этот узел достиг максимального заданного значения загрузки
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Политика планирования None отключает балансировку нагрузки или распределение мощности между хостами для уже запущенных виртуальных машин. Это режим «по умолчанию». Когда виртуальная машина запускается, нагрузка на память и ЦП распределяется равномерно между всеми хостами в кластере. Дополнительные виртуальные машины, подключенные к хосту, не запустятся, если этот хост достиг пороговых значений данной политики планирования.
Политика планирования Cluster_Maintenance ограничивает активность в кластере во время задач обслуживания. Нельзя запускать новые виртуальные машины, кроме высокодоступных виртуальных машин. Если произойдет сбой узла, виртуальные машины высокой доступности будут перезапущены должным образом, и любая виртуальная машина сможет мигрировать.
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При создании собственной политики планирования необходимо добавить модули фильтров и вес модулей.
Модули фильтров – это набор фильтров для управления хостами, на которых может работать виртуальная машина в кластере. Включение фильтра позволит отфильтровать хосты, которые не соответствуют заданным условиям.
Вес фильтров - набор инструментов для управления относительным приоритетом факторов, учитываемых при определении хостов в кластере, на которых может работать виртуальная машина.
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Типы экземпляров можно использовать для определения конфигурации оборудования виртуальной машины. Выбор типа экземпляра при создании или редактировании виртуальной машины автоматически заполнит поля конфигурации оборудования. Это позволяет пользователям создавать несколько виртуальных машин с одинаковой конфигурацией оборудования без необходимости вручную заполнять каждое поле.
Создать свой экземпляр можно в «Администрирование» - «Настройка» - «Типы экземпляров»
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Пулы MAC-адресов определяют диапазон(ы) MAC-адресов, выделенных для каждого кластера. Используя пулы MAC-адресов, РЕД Виртуализация может автоматически генерировать и назначать MAC-адреса новым виртуальным сетевым устройствам, что помогает предотвратить дублирование MAC-адресов. 
Один и тот же пул MAC-адресов может использоваться несколькими кластерами, но каждому кластеру назначен один пул MAC-адресов. Пул MAC-адресов по умолчанию создается РЕД Виртуализацией и используется, если другой пул MAC-адресов не назначен.
Пулы МАС-адресов настраиваются в «Администрирование» - «Настройка» - «Пулы МАС-адресов»
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РЕД Виртуализация позволяет определять записи качества обслуживания, которые обеспечивают детальный контроль над уровнем входных и выходных данных, обработки и сетевых возможностей, к которым могут получить доступ ресурсы в вашей среде. Записи качества обслуживания определяются на уровне центра обработки данных и назначаются профилям, созданным в кластерах и доменах хранения. Затем профили назначаются отдельным ресурсам в кластерах и доменах хранения, где данные профили были созданы.
Настройка QoS выполняется в «Виртуализация» - «Дата-центры» - выберите датацентр - «QoS»
Качество обслуживания хранилища определяет максимальный уровень пропускной способности и максимальный уровень операций ввода-вывода для виртуального диска в домене хранения. Назначение качества обслуживания хранилища для виртуального диска позволяет точно настроить производительность доменов хранения и предотвратить влияние операций хранения, связанных с одним виртуальным диском, на возможности хранения, доступные для других виртуальных дисков, размещенных в том же домене хранения.
Качество обслуживания сети виртуальных машин — это функция, которая позволяет создавать профили для ограничения как входящего, так и исходящего трафика отдельных контроллеров виртуального сетевого интерфейса (vNIC). С помощью этой функции можно ограничить пропускную способность на нескольких уровнях, контролируя потребление сетевых ресурсов.
Качество обслуживания сети хоста позволяет настраивать сети на хосте, чтобы обеспечить управление сетевым трафиком через физические интерфейсы. Качество обслуживания хост-сети позволяет точно настроить производительность сети, контролируя потребление сетевых ресурсов на одном и том же контроллере физического сетевого интерфейса. Это помогает предотвратить ситуации, когда одна сеть приводит к тому, что другие сети, подключенные к тому же контроллеру физического сетевого интерфейса, больше не работают из-за интенсивного трафика. Благодаря настройке качества обслуживания хост-сети, эти сети теперь могут работать на одном контроллере физического сетевого интерфейса без проблем с перегрузкой.
Качество обслуживания ЦП определяет максимальный объем вычислительных возможностей, к которым виртуальная машина может получить доступ на хосте, на котором она работает, выраженный в процентах от общей вычислительной мощности, доступной этому хосту. Назначение качества обслуживания ЦП для виртуальной машины позволяет предотвратить влияние рабочей нагрузки на одной виртуальной машине в кластере на ресурсы обработки, доступные другим виртуальным машинам в этом кластере.



[image: ]
Шаблон — это копия виртуальной машины, которую вы можете использовать для упрощения последующего многократного создания похожих виртуальных машин. Шаблоны фиксируют конфигурацию программного обеспечения, оборудования и программного обеспечения, установленного на виртуальной машине, на которой основан шаблон. Виртуальная машина, на которой основан шаблон, называется исходной виртуальной машиной.
Когда вы создаете шаблон на основе виртуальной машины, создается копия диска виртуальной машины, доступная только для чтения. Этот доступный только для чтения диск становится базовым образом диска для нового шаблона и любых виртуальных машин, созданных на основе этого шаблона. Таким образом, шаблон не может быть удален, пока в среде существуют виртуальные машины, созданные на основе шаблона.
Для создания шаблона выполните следующие действия:
1. Нажмите Виртуализация - Виртуальные машины и выберите исходную виртуальную машину.
2. Убедитесь, что виртуальная машина выключена и находится в состоянии Down.
3. Нажмите More Actions, затем щелкните Создать шаблон.
Виртуальные машины, созданные на основе шаблона, используют тот же тип сетевой карты и драйвера, что и исходная виртуальная машина, но им назначаются отдельные уникальные MAC-адреса. Вы можете создать виртуальную машину прямо из Виртуализация - Шаблоны, а также из Виртуализация - Виртуальные машины. В Виртуализация - Шаблоны, выберите нужный шаблон и нажмите Новая ВМ. 
При создании ВМ из шаблона («Виртуализация» - «Шаблоны» - выбираем шаблон – «Новая ВМ») перейдите на вкладку «Выделение ресурсов». На данной вкладке есть параметр «Выделение хранилища». 
Тонкое хранилище – означает, что хранилище из шаблона берется за основу, а изменения пишутся в отдельный файл, по примеру инкрементной копии.
Клонирование хранилища – означает, что само хранилище будет скопировано из шаблона.
Рассмотрим пример. Создадим 2 ВМ из одного шаблона – одну с тонким хранилищем, другую с клонированным. Результаты на картинке ниже.
[image: ]
Зеленым -выделен шаблон, обратите внимание, что количество имен у файла 2 – это потому что при создании ВМ из шаблона (ВМ iz_shablona) было выбрано тонкое хранилище. Таким образом хранилище из шаблона берется за основу, а изменения пишутся в отдельный файл, по примеру инкрементной копии. Шаблон нельзя будет удалить, пока существуют такие ВМ привязанные к нему
ВМ iz_shablona2 была создана с клонированием хранилища из шаблона. В данном случае само хранилище было просто скопировано из шаблона. Сам шаблон при этом можно будет удалить (при отсутствии других ВМ, зависящих от него с установленным тонким хранилищем)

image6.png
O630p PE/] BupTtyanusaumn

Buabl BUpTyanusauun.

Basbl AaHHbIX

BupTyanusaums AaHHbIX — MpeAcTaBleHne AaHHbIX B abCTpakTHOM BuUje.
Mo3BonseT nony4yatb JOCTYN K AaHHbIM, HE HYX/AasiCb B MOAPOBGHbLIX CBEAEHUSX 06
MCXOAHBIX NCTOYHMKAX, MECTOMOIOXEHUAX N CTPYKTYPaX AaHHbIX.

CeTb

BupTyanusaums ceTu — npoLecc o6beAnHeHNs annapaTHbIX U MPOrpaMMHbIX
CEeTeBbIX PECYPCOB B €AMHY BUPTYanbHYH CeTb (06befVHSEeT MHOXECTBO ceTeil B
OfHY BUMPTya/lbHYlO WAN CO3jaloLlas BUPTYalbHYK CeTb MeXJy MporpamMmmHbIMn
KOHTeliHepaMu BHYTPW OHOW CUCTEMBI).

BupTyanbHaa yacTHasa ceTb — obecrneyeHne OAHOro UAN HECKONBbKMX CETEBbIX

COeAVIHEHNIN MOBEPX ApPYroli ceTu.
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Buabl BUpTyanusauun.

OnepaLMoHHbIE CUCTEMbI

MporpaMmHas BMpTyanusauUA — OPraHU3YyTCS MPOrpaMMHbIE Pecypcbl.
BbIBaeT AMHaMMUecKoli TpaHCASLMel 1 NapaBUpTyanmnsaumen.

AnnapaTHasi BApTYyanusauusa — BUPTyanmsaLuns ¢ NoAAepXKoi creluansHol
MPOLIECCOPHON  apXMTEKTYpbl. B OTAIMuUMe OT MpOorpaMMHOI  BUpTyanusaumn, c
MOMOLLIO JAHHOW TEXHUKM BO3MOXHO WCMO/Ib30BaHNE U30MPOBAHHBIX FOCTEBbIX
CUCTEM, YrPaB/sieMbIX FMNePBM30POM HaMpPSIMYHO.

BupTyanusauus Ha ypoBHe OMepaLOHHO CUCTeMbl: paboTa HeckKosbKUX
3K3eMM/ISPOB NPOCTPAHCTBA MoJIb30BaTeNs B pamkax ogHoi OC..

[ 1]
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AnnapaTHas BUpTyanusauums. [permyliiecTsa.

YnpolleHue paspaboTky nporpamMMHbIX NaaTpopM BUPTyanmMsaLmm 3a cyet
npefocTaBNeHVss  annapaTHbIX — WHTePdECcoB  yrpaBneHWs U MOAAEPXKM
BMPTYa/IbHbIX FOCTEBLIX CUCTEM.

YBenuuyeHns 6bicTpogeiicTBUA nnatdopm  BUpTyanmsaumv. [vnepsursop
ynpaBnsieT BUPTYaibHbIMW TFOCTEBLIMWA  CUCTEMAaMU  HanpsMytd MO CPEACTBOM
Heb0/IbLLIOro MPOMEXYTOUHOIO C/I0/ MPOrPaMMHOro obecreyeHus.

Ynyduwlaetcs 3alULLEHHOCTb. Kaxzas M3 BUPTYaNbHbIX MalUVH MOXeET
paboTaTb HE3aBWCVMMO, B CBOEM MPOCTPAHCTBE anmnapaTHbIX PecypcoB, MOJHOCTbIO
V30/IMPOBaHHO Jpyr OT Apyra. [ocTeBasi CUCTeMa CTaHOBWTCA He TMpuBsi3aHa K
apXMTEKTYpe XOCTOBO NAaTGOPMbI U K peanusaumm niatGopMel BUPTYann3aLmm.
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AnnapaTHas BUpTyanusauus

TexHonoruwn:

¢ Pexxum BupTyansHoro 8086 (yctapena)
* Intel VT (VT-X, Intel Virtualization Technology for x86)
¢ AMD-V

MnaTdopmbl, Ucnonb3yolme annapaTHylo BUpPTyannsaLmio:
* IBM LPAR

* VMware
¢ Hyper-V
¢ Xen

* KVvM

* Bhyve

[ 1]
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KVM (Kernel-based Virtual Machine)

KVM — nporpamMmHoe pelleHure, obecreurBatolliee BUPTyannsaLmio B cpeje

Linux Ha nnatdopme x86, KOTopasi MoAJepPXMBaeT anmnapaTHylo BUPTyannsaLuio Ha
6a3e Intel VT (Virtualization Technology) nn6o AMD SVM (Secure Virtual Machine).

MO KVM coctout ns moayns sgpa kvm.ko (370 6a30BbIii cepBUC BUPTYanunsaLmm),
npoueccopHo-cneynduyeckoro 3arpyxaemoro moayns kvm-amd.ko nv6o kvm-
intel.ko, 1 KOMMNOHEHTOB MO/IL30BATENBLCKOTrO pexmnma (MoANGULIMPOBaHHBIA QEMU
— 3MyAALUMU annapaTHoro obecrneyeHst pasiMyHbIX NAaTGopm).

Bce KOMMOHEHTHI NporpammHoro obecrieverHns KVM oTKpbITbl. KOMMOHEHT s4pa,
HeobxoAnMbIV At paboTbl KVM, BK/IIOUEH B OCHOBHYIO BeTKy sigpa Linux HaunHas ¢
Bepcuu 2.6.20 (deBpanb 2007 roga)

[ 1]
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KVM (Kernel-based Virtual Machine)

Cam no cebe KVM He BbIMNOMHSAET 3MynsumMu. BmecTo 3Toro nporpamma,
paboTatoLLas B NPOCTPaHCTBE MO/Ib30BaTeNs], UCMoNb3yeT nHTepdeiic /dev/kvm ans
HaCTPOMKN aZipeCHOro MPOCTPaHCTBa roCTs BUPTYasbHOM MallMHbI, Yepes Hero e
SMyNMpyeT yCTPOICTBa BBOAA-BbIBOAA 1 BUAeOajanTep.

KVM nosBosisieT BMpTya/ibHbIM MallMHaM MCMo1b30BaTb HEMOANGULIMPOBaHHbIe
obpasbl gnckoB QEMU, VMware n gpyrux, cogepxalime onepaLyoHHble CUCTEMBI.
Kaxpaas BUpTyanbHas MallVHa UMeeT CBO& CObCTBEHHOe BMpPTya/ibHoe amnnapaTHoe
obecrneyeHue: ceTeBble KapThbl, ANCK, BUAEOKAPTY 1 Apyrue yCcTpoiicTBa.

[ 1]
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PEA, BUPTYAZIU3AUUA — kpoccniaTGopMeHHass cucTema  yrnpaBneHust
BUpTyanusaumeii. bbina paspaboraHa komnaHuveld PEJL COPT Ha ocHoBe MpoAyKTa
oVirt komnaHun Red Hat. PEJ, BUPTYAJ/IN3ALIVIA 6a3mpyeTcst Ha TexHonornm KVM.

Mpeanonaraetcs, 4To 06pasbl BMPTya/bHbLIX MAaLUMH XPaHATCS Ha CeTeBOM
XpaHWAULLe U JOCTynHbl uYepe3 UHTepdeiicbl NFS wam iSCSI. BbinonHeHue
BMPTya/ibHbIX MaLUWH MOXeT MPOUCXOAWUTL Ha 6e3anckoBbix cepsepax, OC Ans
KOTOPBIX (ovirt-node) 3arpyxaeTcsi C ynpas/siloLLEero y3na. YnpaBastoLLuii y3en ¢ ovirt-
server npejocTaBasieT Beb-uHTepdelic M ynpaBaseT MPOLECCOM PaCcCTaHOBKMN
BMPTya/ibHbIX MalUVMH C YKa3aHHbIMW 0bpasamu Mo AOCTYMHbIM Yy31aM. Bo3MoxHO
coBMelLLeHMe Bcex GYyHKLMIA Ha eJUHCTBEHHOM cepBepe.

Jlo6po noxanosares B

BUPTYANTU3ALUUA epcn 7.2

[ 1]
BPEACOO®T CrpaHnua 13




image13.png
O630p PE/] BupTtyanusaumn

Bo3moXXHOCTU
Mo3BonsieT ynpaBAsiTb BUPTyalbHbIMM MallMHaMu 4epe3 Be6-uHTepdelic,
MCNonb3ys AN aAMUHUCTPUpPOBaHUS 6rubnnoTteky libvirt.

Node — 570 o6pa3 OC, npegHasHayeH A1s 3arpysku Mo cetn GpU3NYecKnX n
BMPTYa/bHbIX MalUWH. KommbloTepbl ¢ node BbIMOMHSOT BUPTyasbHble MalUMHbI,
KoTopble 6bINM HAaCTPOeHbl B Beb-MHTepdelice 1 MOCTaB/lEHHbIE Ha BbIMOIHEHVE B
aBTOMaTUYECKOM WU PYUYHOM pexuMe.

e
- ESEEpesEaEa=s
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Bo3moXXHOCTU

¢ High Availability npu oTkase runepBu3opa, BUPTyasibHble MaLUVHbI
nepesaryckaroTcs Ha paboTatoLLeM.

* Live Migration Murpauus MalnH Mexay runepsrsopaMy 6e3 BbIK/IYEHMS,
HanpriMep npu 06cayXMBaHUNN

* Image Management - Co3jaHuve 3aroToBoK (templates) a TakXe CH3MLIOTOB
BMPTyasibHbIX MaLLVH

* Load Balancing - PacnpegeneHue BUpTyasbHbIX MaLLVH MO rMnepBusopam Ais
obecneyeHns HanbonblLLen 3pPeKTUBHOCTU KnacTepa.

* V2V — VIMNopT BUPTyasibHbIX MaLUVH U3 ApYryX

* Reporting - BO3MOXHOCTb CO3/jaHNsi OTYETOB Mo /Ito6bLIM pecypcam knactepa

Jlo6po noxanosares B

BUPTYANTU3ALUUA epcn 7.2

[ 1]
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Ha uem ocHoBaH PE[], BUPTY/IN3ALNA
PE4 OC7.3

* KVM B KauecTBe runepsusopa

¢ libvirt — peanusauus APl Ha node

* vdsm(Virtual Desktop and Server Manager) — 3To areHT (Ha Python) no
CpeACTBaM KoToporo Engine B3anMoelicTBYET C BblUNCAUTENBHBIMU Y31aMU.

* engine — MeHeAXep BUPTyanm3aummn

* LVM un NFS 15 xpaHeHVsa ANCKOB

* postgres Kak XpaHuUvLLe MeTafaHHbIX

* SPICE 1 VNC a1 0TobpaxeHWs KOHCONMN

JAo6po noxanoears 8

BUPTYANTU3ALUUA epeus

[ 1]
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fnepBui3op (MOHUTOP BUPTYaNbHbIX MaLUWH) — MporpaMma Win annapatHas
CVCTEM Ha OIHOM U TOM € XOCT-KOMIbIOTepe.

cxema, O6ECI'IeHI/IBaIOLLLaF| OJHOBpeMeHHOe BbIMNMOJ/IHEHE HEeCKOJIbKMX onepaunoHHbIX
VM1

VM2 M3
App 1 App 2 App 3
2z o ||
o o
Bins/Libs Containes zl<|l< 5 §:
Bins/Libs Bins/Libs
Hypervisor Container Engine
Virtualization
1
BPE/ICO®T

Containerization
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Mpwu ycTaHoBKe B pexmme standalone paclumpeHue fo knactepa HEBO3MOXHO.

standalone — 370 BupTyanu3auusi Ha EPE/lOC

eANHCTBEHHOM XOCTe.

Mpu ycraHoBke OC:

* HaCTpoWUTb KJaBuaTypbl,

* yCTaHOBUTL AaTy 1 YacoOBOW MOSIC
* BbIbpaTh YCTPOMCTBA 4151 YCTAHOBKM CUCTEMbI BUPTyanusaumu,
* aKTUBMPOBATb COEANHEHME C CeTbIO

* 3a3/aTb UM4 y3/a,

* 3ajaTb Napo/ib ajMUHNCTPaTopa root.

COOT CTpaHnuya 2
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YcTaHoBKa B pexuvme standalone

BbINosiHsieM NepBoHayabHYH HacTPOoIKy
HacTpaviBaeM ceTeBoO MHTepdeiic

Juirt.x86_64 o

eb console:| https://localhost :9090.

nmtui

Hint: Num Lock on

O6HoBnsiem OC

edvirt login

dnf update

MeHsieM UMs XxocTa
hostnamectl set-hostname stand1.redvirt.ob

Mpu HeobxoanMoCTK fobaBnsieM NMs xocTa B ¢aiin /etc/hosts

Co3/aéM narky 10KasbHOro XpaHuInLLa
mkdir -p /srv/data; chown 36:36 /srv/data; chmod 0755 /srv/data

]|
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3aryckaeM KOMaHZy KOHGUIypUPOBaHNS cpesbl BUPTYanmsauum:
engine-setup --accept-defaults
Ha 3anpoc «Engine admin password» BBeaMTe Maposib aAMUHUCTPaTOpa
CYCTeMbI BUPTYyanun3aLmm, 3aTem HaxmumTe Enter n nogteepauTe ero. Maposb AosKeH
UMETb A/IVHY He MeHee 8 CMBOJIOB 1 COZepXaTb ByKBbI, Lidpbl 1 3HAKM.

Stage: Transaction commit
e: Closing up

hine redvirt.test.standalone, fo

END OF SUMMARY

Stage: Cl

log/ovirt-engine/setup cng ine-setup-20220804105519-hiq1t . log
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vcr:

HacTpanBaeM BO3MOXHOCTb 3arpysku BUPTYyasbHbIX AUCKOB U iSO-06pa3oB B
cuctemy PE/I BupTaynmnsaunu
engine-config -s ImageTransferProxyEnabled=false
systemctl restart ovirt-engine
Tenepb cucTeMa yrnpaBieHWUs CpeAol BMpTyaausaumMu AOCTyMHA A/ 3anycka B

Beb-MHTepdeiice.

Mevemxep PEABpT X |+
€ C o sondonen R

BoifAuTe B CBOI0 yUETHYIO
sanvce

[

Napon

Mpogun.
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YcTaHoBKa B pexuvme standalone

Ecnn Yy Bac BaKprTbII‘/lI KOHTYp JIOKaNbHOI CeTn, 03HaKoMbTeChb Co aiepyrolinmm
rnapamMeTpamMu NnopToB CMCTEMbI BUPTYyannsaumm

[ 1] .
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aHoBKa B pexumMe standalone

LLEHTP OBPABOTKWU AAHHbIX
PeaBupTyanmsauus cosgaet LeHTp 06paboTKM JaHHBIX MO YMOJYaHMIO BO BPeMS
YCTaHOBKW. MOXHO HacTpouTb LIEHTP 06paboTky AaHHbIX MO YMOMYaHMIO UK CO3AaTb
HOBble LieHTpbl 06paboTKMN AaHHBIX C COOTBETCTBYHOLLVIMI UMEHAMM.

DATA CENTER

LlenTp obpaboTku (Data center)

RED VIRT CLUSTER
Knactep Intel Knactep AMD

AdminClient | «—  Admin Portal

HosT
RESTClent «—%  RESTAPI --

HosT

'STORAGE DOMAIN

DATASTORAGE 150 STORAGE.

Templates oisks. 50

n e M S et fpr——
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aHoBKa B pexume standalone

Mocne yCI'IeIJJHOI‘/’I aBToOpM3aunn  Ha Be6—r|opTane HEOGXOAI/IMO HacTpounTb

XpaHunuile. I'Iepel‘/'l,qMTe B HaCTpOﬁKM AaTa-UeHTpa ANna BK/IOYEHUA BO3MOXHOCTU
AOGBB}'IEHVIH JIOKaNbHbIX XpPaHNANLL,.

OTKpoTe «BupTyanmsauusa» - «fata-LeHTp», HaXMUTe «PefakTnpoBaTb» 1
B nosie «TUMN XpaHUAMLLa» BbibepuTe «J/IoKaNbHbIA»

PeaaKTUpOBaTS AATa-UENTP

v Default

Onwcanwe 0\ The default Data Center
Tvn xparmnaua

Noxanessin

Bepons copmecTIMOCTH a5

Peximu KkgoTsl Oncmiouero

0—0pg..
T
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aHOBKa B pexunme

LleHTpbl 06pa6oTKU AlaHHbIX 1 [lOMEeHbI XpaHEHUS

PeaBupTyanusaums cos3gaeT LieHTp 06paboTku AaHHbBIX MO YMONUaHUIO BO BpeMms
YCTaHOBKM. MOXHO HacTpPoUTb LieHTp 06paboTKM AaHHBIX MO YMOUYAHWIO WAV CO3AaTb
HOBbIE LIEHTPbI 06paboTKM JaHHbIX C COOTBETCTBYOLLIMMY IMEHAMMU.

- n .

Compute

. Compute Storage  Logical Networks  Clusters QoS  Permissions  Events

Attach Data || Attach 150 || Attach Export sch || Activate | | Maintenance

1-1

Domain Name Domain Type Status Free Space Used space
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aHoBKa B pexume standalone

Co34aéM BbIUNCANTENbHbIV XOCT.

MepexoanM «BUPTyanunsaLUsi» | wewies *
> «Yanbi» S funliR

HaxaTb KHOMKy «HoBbIA». pressnemennI | o

B oOTKpbiBeMcs OkHe B | ™
rnomeyeHHblx noasx «Name» wun Tepunan 4 SFU VD.,
«Hostname»  Bnuwmte  uma |
MaLLVHBI, Ha KOTOPYHD | ™™™ ™ ¢ oo e samons
npousBoAWTcA  ycTaHoBka. B | [
npumepe 370 stand1.redvirt.ob. B e

® Napons

none  «Password»  BnuwwnTe
JLeAcTByOLWLNA naponb root-
nosib3oBaTens

My k0w SSH

> fononsurensrie napaverpst

HE T —————————
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aHoBKa B pexume standalone

XocT ceTn PegBupTtyanusaunmn

https://HostFQDNorIP:9090
Cockpit an1a xocta PegBupTyanusauum BkItOYaeT MONb30BaTe/bCKYl0 MNaHelb
MOHWTOPWHIa BMpTyaau3aumy, KoTopasi oTobpaxaeT COCTOsiIHMe paboToCnocobHOCTM
XOCTa, KMOY XOocTa SSH, cOCTOsiHME aBTOHOMHOrO $4pa, BUPTyalibHble MalUvHbI U
CTaTUCTUKY BUPTYaNbHbIX MaLLUVH.

Mpepynpe>kaeHuve: NpoekT PeABUpTyanusaumy HacTosTeNlbHO PeKOMEHAYeT He
co3faBaTb HeHajeXHbIX Mosib3oBaTesiell Ha XOCTe, Tak Kak 3TO MOXET MpuBeCTU K
VCMOJIb30BaHWIO JOKa/IbHbBIX YSI3BMMOCTE 6€30MacHOCTU.
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TaHOBKa B pexumMe standalone

XOCTbl
XocTbl, TaKXe M3BECTHble KaK rMNepBu3opbl, ABASIOTCS GU3MUYECKUMI cepBepamiu,
Ha KOTOpblX paboTaloT  BMpTya/ibHble  MalUWHbL — [lonHas  BMpTyanusauumst
obecneyrBaeTcs C MOMOLLBIO 3arpyXaemMoro Mozynst sajpa Linux, HasbiBaemoro KVM
(Kernel-based Virtual Machine).
Ddur3nyecknii XocT Ha Nnatopme PeaBupTyanmsaumm:
* [O/KeH MpuHaj/iexaTtb To/IbKO OAHOMY KiacTepy B cUCTeME;
* [O/KeH MMeTb NpoLLeccopbl, NojAepXuBatoLLme annapaTtHyo BupTyannsaumo AMD-
V vnu Intel VT;
* [OJDKeH MMeTb MpoLieccop, KOTOPbI NojaepXrBaeT Bce GyHKLMM, NpejocTaBasemble
TUMOM BUPTYa/lbHOro NpoLLeccopa, BbIbpaHHbLIM MPK CO34aHNM KnacTepa;
* YIMeeT MUHUMYM 2 b onepaTuBHOM NamaT;
* MOXeT UMeTb Ha3HaYeHHOro CUCTEMHOIO aZiMUHUCTPaTOPa C paspeLleHSaMN.

[ 1]
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cTaHoBKa B pexume standalone

Co34aéM BbIUMCINTENBHBIN XOCT.

Mocne MHMLMann3aumm XxocTa cepeep nepesarpysnTcs.

[lobaBnseM foKanbHbIA AOMEH XpaHeHUsi. «XpaHunuiwie» —> «/loMeH» U
HaXMunTe «HoBbI».

Hoswit gomen x
e T 1
yrmn govena o | onncame

[EI—

s

¥ flononkuTenshisie napamerpe:
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[o6aBneHne nonbsoBaTens.
ovirt-aaa-jdbc-tool user add test1
MoxHo cpa3y f06aBuTb ViMa n Pamunnio jobasnsemoro testl
--attribute=firstName=John

--attribute=lastName=Doe

ovirt-aaa-jdbc-tool query --what=user - nocmoTpeTb Bcex

[root@redvirt82-engine ~]# ovirt-aaa-jdbc-tool user add testl --attribute=firstName=John --attribute=lastName=Doe

user added

n/ovir

COOT CrpaHnua 14
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CmeHa naposia noJsib3oBaTesis.

ovirt-aaa-jdbc-tool user password-reset test1
--password-valid-to="2025-08-01 12:00:00-0800"

[Mocne cmeHbl naposid MOXHO A06aBI/ITb CO34aHHOro nosb3oBarenda B
CNCTEMY U Ha3HauNTb eMYy HY>XHble npuBenernm

[root@redvirte2-engine ~]# ovirt-aaa-jdbc-tool user password-reset testl

Password:
Reenter password:

updating user testl...
user updated successfully
[root@redvirte. ngine ~]J#

COOT CrpaHuua 15
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YcTaHoBKa B pexuvme standalone

CmeHa napons nojib3oBaTens.
Ecan nonb3oBaTenb gobasneH, HO B web-nHTepdeic 3anTn Henb3sd, To
nepecosfjaémMm Mosb3oBaTeNss C ykasaHWeM BpeMeHU AelcTBUs y4ETHON

3anmcm [root@redvirté7-engine ~J# ovirt-aaa-jdbc-tool user show userl
-- User userl(d34df84e-17e5-4967-8e66-e4dac72b9ab8) -~
Namespace: *

Name: userl

ID: d34dfode-17e5-4967-8e86-eddac72b9a00

Display Name:
Email:

First Name: userl
Last Name:
Department:
Title:
Description:

Account Disabled: false
Account. Locked Ctrue )
Account Unlocked WET 2022-09-21 09:33:32Z

Account Valid From: 2822-69-21 87:33:51Z
Account Valid To: 2222-89-21 87:33:51Z

Account Without Password: false

Last successful Login At: 1976-61-61 06:00:086Z
Last unsuccessful Login At: 2622-89-21 68:33:32Z
Password Valid To: 2625-88-81 20:06:00Z
root@redvirt87-engine ~J#

3a6okupoBan

[T
BPE/JCO®T

CrpaHuua 16
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YcTtaHoBKa B pe

[o6aBnsiem nonb3oBaTens B Be6uHTepdeiice

userstype = user x| & Q

Aobasurs | Yaanurs || HaswauuTs Metkn

Nonk3osatens | rpynna

Pamunun Vmanonusosatens  MocTasujuk asTopusauy NPocTpancTso umen  E-Mail

Internal-authz

CODT CTpaHuua 17
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TaHOBKa B pexumMe standalone

[o6aBneHve Nosb30BaTe/0 pa3peLUeHUA.
Yto6bl A06aBWTb MONb30BaTeNtlo  paspellnTb Mofb3oBaTbcs BM
Heob6xoA1Mo B BM 06aBUTb Nosb3oBaTens.

Vamenurs || Yaanums || b anycrums. Cosgas cHmmox
BupTyanusaums

Obuee

Nonsaosarens NocTasux a8Topu3aw! NPOCTPaHCTO WM  Ponk

8 john Doe st Internakauth . Userhole
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Co3,a,aH|/|e BpPTya/ibHbIX MaLllH

Co3paHue n yctaHoBka BM

(]
EPEACO®T CrpaHuua 2
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Co3aaHue BUPTYasbHE

JIOTNYECKASA CETb
Network - npeaocTtaBndeT MoNb30oBaTeNdM LUeHTpasibHOe pacnojsioxeHune And
BbIMOJ/IHEHUA onepau,vll7|, CBSI3aHHbIX C JIOTNYECKOWN CeTbIO, U MOoUCKa I0FMYecknx cetei
Ha OCHOBe CBOICTB Ka)K,qOI‘/] CeTn Nnn CBA3N C ApyrnmMm pecypcamum.
3KCNepuMeHTUPYysA puckyeTe caesiatb XOCTbl HEAOCTYNMHbIMW.

Network

New || import || £ci

Network

Comment  Data Center Description Role  VLANTagQ

Management Network

Default Management Network

COOT CTpaHnya 3
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

Co3aaHNA HOBOW JIOTUYECKOW ceTun
CosgaliTe florMyeckyto ceTb U onpejennTe ee HasHauyeHVe B LieHTpe 06paboTkum
[aHHBIX UV B K/1acTepax B LieHTpe 06paboTku JaHHbIX.

2 fest2 (Default) =

]|
BPEACO®T CrpaHuua 4
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

Co3paHunA HOBOW JIOrUYecKol ceTn
CosgaliTe flormyeckyto ceTb U ofpeAennTe ee HasHayeHue B LieHTpe 06paboTkun
[aHHBIX UV B K/1acTepax B LieHTpe 06paboTku JaHHbIX.

VeTanoaxa cetei yana redvirtodhosto1 test %

R —— T

v tes2
(VLAN 1000

[ 1]
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

BMpTyaanaﬂ MalllMHa — 3TO NporpaMMmHas peaansauna KoMnbroTepa.

BonblwnHCTBO 3ajay BupTyanbHbix MawuvH B PEJ BupTyanusaumn
MOXHO BbIMOJIHATL KaK Ha noprase BUpTya/bHbIX MaLUWH, TaK 1 Ha nopTasne
aJAMVIHUCTPUPOBAaHNS.

[ 1]
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

MOPTANT BUPTYANIbHbIX MALLUVH

MopTan BUPTYalbHbIX MalUUH MpPejOCTaBAseT MONHbIA  0630p
BMPTyaNbHbIX ~ MalWH W  TMO3BOAsSeT  MOJb30BaTeNt0  3amycKaThb,
oCTaHaB/NMBaTb, peAakTUpoBaTb W MpocMaTpuBaTh CBEeAEHUS O
BMpPTyanbHol MalvHe. [lelicTBUS, AOCTYMHble NOIb30BaTeNtO BUPTYaibHbIX
MaLLWH, yCTaHaBANBaoTCS aAMUHNCTPATOPOM.

Pa3pelleHns A5t mosib3oBaTenei:

* CO3/aHve, pesakTUpPOBaHWe 1 yaaneHne BUPTyabHbIX MalLWH;

* yrnpas/ieHVe BUPTYa/bHbIMU ANCKaMUN U CeTEBLIMU UHTepdeiicamu;

* co3jaHve U WCMO/Ib30BaHWE  MOMEHTa/IbHbIX  CHUMKOB  ANS

BOCCTaHOB/IEHWSI BUPTYa/ibHbIX MALLVH B NpejblAyLiine COCTOSHMS.

[ 1]
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

MOPTANT BUPTYANIbHbIX MALLUVH

MpamMoe nogk/aoueHne K BUPTyasibHbIM MallMHaM ynpoliaercs ¢
rnomotbto knmeHToB SPICE nan VNC. AgMnHUCTpaTop yKasbliBaeT MPOTOKO,
MCNONb3yeMblii AN MOAK/IIOUEHUA K BUPTyasbHOM MallvHe BO Bpems
CO3/aHNSA BUPTYasibHOW MaLLNHbI.

JlocTyn K KOHCONSIM BUPTYasIbHbIX MalUVH MOXHO MOJlyYnTb TOJIbKO C
NnoMoLLbI0 NoAAepXnBaeMbIX kineHToB Remote Viewer (virt-viewer) B PEAOC
1 Windows.

https://virt-manager.org/download/

[ 1]
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

MOPTANT BUPTYANIbHbIX MALLUVH

KoHconb — 370 rpaduueckoe OKHO, KOTOopoe  o3BoaseT
B3anMo/JelicTBoBaTb ¢ BM Tak xe, Kak ¢ $M3M4eCcKon MaLLNHOIA.

MpamMoe nogk/aoueHne K BUPTyasibHbIM MallMHaM ynpoliaercs ¢
rnomotbto knmeHToB SPICE nan VNC. AgMnHUCTpaTop yKasbliBaeT MPOTOKO,
MCNONb3yeMblii AN MOAK/IIOUEHUA K BUPTyasbHOM MallvHe BO Bpems
CO3/aHNSA BUPTYasibHOW MaLLNHbI.

JlocTyn K KOHCONSIM BUPTYasIbHbIX MalUVH MOXHO MOJlyYnTb TOJIbKO C
NnoMoLLbI0 NoAAepXnBaeMbIX kineHToB Remote Viewer (virt-viewer) B PEAOC
n Windows.

https://virt-manager.org/download/

[ 1]
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

MOPTANT BUPTYANIbHbIX MALLUVH

[ 1]
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Co3p,aH|/|e BpPTya/ibHbIX MaLllH

MOPTANT BUPTYANIbHbIX MALLUVH

[ 1]
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AZMVHUCTPUpPOBaHME

LleHTp 06paboTKM JaHHbIX MOXET cofepxaTb HEeCKO/bKO K1acTepoB, a KiacTep -
HeCKO/IbKO XOCTOB. Bce XOCTbl B K/acTtepe JO/DKHbl UMETb OAVMH W TOT Xe Tum
npoueccopa (Intel nnu AMD). PekoMeHAyeTcsi cO34aTb XOCTbl Mepes CO3AaHUeEM
K/1acTepa, 4Tobbl obecneunTb oNTUMM3aLmto Tina L.

LleHTp 0bpaboTku (Data center)

Knactep Intel Knactep AMD

XocT 1 XocT 4
oDoe [-T-1-]

Xoct 2 XocT 5
[-1-1-1-)

[ 1]
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O630p PE/] BupTtyanusaumn

BupTyanusauusa — npegoctaB/ieHne Habopa BblUMCINTENbHBIX PeCcypcoB UAn
VX NOrMYeckoro o6beAnHeHNs), abcTparMpoBaHHOe OT annapaTHol peanusauuu, u
obecreyrBaroLLiee NpU 3TOM JIOFTMYECKYH N30JISILMIO APYT OT Apyra BbIYNCAUTENBHBIX
MPOLIECCOB, BbIMOJIHEMbIX Ha OAHOM $U3NYECKOM pecypce.

MpUMepoM KCMoNb30BaHWS BUPTyanM3aummn SIBASETCS BO3MOXHOCTb 3arnycka
HeCKOJIbKMX OMEepaLMOHHbIX CMCTEM Ha OAHOM KoMrbtoTepe. [pefocTaBieHNeM
pecypcoB 13 obliero Habopa, AOCTYMHOrO Ha YpOBHe 060pPYAOBaHUS, yrpaBisieT
XOCTOBasi OrnepaLmoHHas cucteMa — runepBmsop.

[ 1]
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ALMUHNCTPUpOBaHME

HoBbli paTa-LeHTP

2 Redvirt Ynpasner x | + -ax
€ 9 C A Hesaumueno | virtedured-softru/o ninflocale=rutdataCenters v g w O
@ YouTube & Movick daii.. @ Mailr .. I" gaiinei grs... B Google fo.. [ NOBPOT... -

BUPTYATUBALA

[ 1]
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ALMUHNCTPUpOBaHME

Co3aaHune HOBOro LieHTpa

* HasBaHue LeHTpa 06paboTkn AaHHbIX.

¢ OnucaHue LeHTpa 06paboTkn JaHHbIX.
e Tun xpaHunuwa: Shared wam Local. (nokanbHble 1 o6lme [OMeHbl Henb3s

cMeLunBaThb.)

* Bepcnsa PeaBuptyanusaumn. e —
* KBoTa — 3T0 orpaHun4yeHne pecypcos .,
* TeKCTOBbIi KOMMEHTapUin i

Kowwerapuit

[ 1]
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AZMVHUCTPUpPOBaHME

LLEEHTP OBPABOTKW AAHHbIX

Attach Data - [pucoeanHeHVe CyllecTBYIOLLEro JOMeHa JaHHbIX K LeHTpYy
06paboTKM faHHbIX

Attach ISO - MpucoearHeHMe CyLLlecTBYHOLLErO goMeHa ISO K LieHTpy 06paboTku
JaHHbIX

Attach Export - lpricoeanHeHVe CyLLeCTBYIOLLEro AOMeHa 3KCmopTa K LeHTpYy

06paboTKM faHHbIX
Detach - OTcoeguHeHne JoMeHa XpaHeHWs OT LieHTpa 06paboTkn AaHHbIX. Ecin

JoMeH xpaHeHus Active, HaxaTb «Maintenance».

[ 1]
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ALMUHNCTPUpOBaHME

KNACTEPbBI
K.nacrep — 3TO Jiornyeckasa rpyrra XoCToB, KOTOpble COBMECTHO UCMOJIb3YHOT OAHU
n TE Xe AOMEHbI XpaHeHUA N UMeoT OIVH 1 TOT XXe TN npoLieccopa.
K.nacrep — 3TO CaMblil BbICOKWIA YypOBeHb, Ha KOTOPOM MOXHO ornpeaennTb
NOoNNTVKN pacnpeaeneHnsa MOLLHOCTU U Harpysku.

‘Adrmin Client

REST Cllent

PEACO®T P p— CrpaHnua 6
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ALMUHNCTPUpOBaHME

Co3paHuMe HOBOTroO KJ1acTepa
Data Center - 5ToMy LieHTpY 6yAeT NpuHagiexatsb kiacTtep.
Name 1 Description — vMsi 1 onvcaHUe knactepa
Management Network - HazHaunTb Po/ib CETV yNpaBeHst
Compatibility Version - o6ecneueHns coBMecTMoCT

Gen

YcTaHoBUTL Nepekntoyvateny Enable Virt

Service nnv Enable Gluster Service, uto6bl
onpeaennTb, 6yaeT N Knactep 3anoiHeH o—
XOCTaMV BUPTYasbHbIX MaLLUVH U XOCTaMn —

c noajepxkori Gluster. e

Migraton policy

MAC Aderess Pool

Jlpyrvie napameTpbl TOXe HY>XXHO OMpejenunTs

1
BPE/ICO®T CrpaHuua 7
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ALMUHNCTPUpOBaHME

CospaHue HoBOro Knactepa

Mepelignte Ha BKNaZKy Optimization, uTobbl BbIGpaTb MOPOroBoe 3HaueHuWe
oblLero Aoctyna K CTpaHWLaMm namsaTy Al Knactepa, a Takxke npu HeobXoanMocTu
BKJ/IOUNTL 06paboTKy NoTokoB LM 1 yBennunte 06beM NamsTyi Ha XOcTax knactepa.

[T
BWPE/ICOOT

New luster x
General Memory Optimization © i
® Hone- it memaryove
an 5| O ForSeerLoad- Alow schedutingf 50w fphyskcalmemary
O ForDeskiop Lo  Alow chedulng of 200 of pysica mermory
Migration Polcy Symmetric Mutithresding 0

0 e

Mulitveading dsabiea

Scheduling Policy ‘E"‘ T
console
Fencing poley (D Chnges e in s secion o ke effect et st o te s

e, entes and exts maintnance made, o the MOM policy s manuly syncec.

MAC Address Pool
Memory Batloon

) Enatie Memory Baoon Optimizaton
0 Enabiersm

CrpaHuua 8
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ALMUHNCTPUpOBaHME

Co3paHuMe HOBOTroO KJ1acTepa
Mepelignte Ha Bknagky Migration Policy, utobbl onpeaenvTe NOAUTUKY MUTpaLn
BMPTYyasIbHbIX MaLLWH /15 K1acTepa.

New Cluster =
S el Minimal downime =
Optimization Minimal downtime

Apolicy that ets the VM migrate n typica ituations. The VM should not experience any sgniicant
downtime. fthe VM migrationis not converging for ong time, the migration il be abarted. The

Migration Policy > | suestagenchockmecanismis enaed
Bandidtn
Migraton bandvwidh i (M) =
Scheduling Policy o omen g [Awo ]
Restience Pliy ©
Console ® Migrte Vi Machnes
© Migrate rly ighy Avlbl Vit Machines
Fencing Palicy O Do NotMigrate Vitua Machines
Addiionst properties
MAC Address Pool Auto Comerge migrations ohers from glabal setting
Ensble migration compresion inhert from gobal setting

[T
BWPE/ICOOT

CrpaHuua 9
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ALMUHNCTPUpOBaHME

Co3paHuMe HOBOTroO KJ1acTepa
Scheduling Policy - nonutnka nnaHMpoBaHus,

HacTponTb NapamMeTpbl

ONTVMM3aLMU MIAHUPOBLLMKA, BK/TOUUTE JOBEPEHHYHO CTyXOY JJ/1St XOCTOB B K/1acTepe,
BK/IOUNTL pe3epBrpoBaHne HA 1 406aBUTb MOIb30BATENbCKYH MOJNTUKY CEPUAHBIX

HOMepoB.

1)
PE/JICO®T

New Cluster
General selctpolcy none

opteaisation propertes

Highutzation - w0

Migration Policy CpudverCommitburationwinut « 2

Scheduler Optimization 0

Scheduling Policy. N

Console

Fencing Policy ) Enabie Ha Resenaton

D) Provid custom seral number polcy ©

MAC Address Pool

e CrpaHuua 10
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AZMVHUCTPUpPOBaHME

Co3paHme HoBoro Kjactepa

Console - ykasbiBaeTcs HeObXOAMMOCTb MepeonpefennTb MobanbHbIA NPoKcu
SPICE, eciv TakoBOW MMeeTCs, 1 yKaxuTe agpec npokcn SPICE A XOCTOB B Knactepe.

Fencing Policy - BK/IOUMTE WM OTK/IOUNTE OFpaxzjeHune B KaacTtepe, 1 BblbepuTe
napameTpbl OrpaxzaeHus.

MAC Pool - uT06bI yKazaTtb nyn MAC-agpecoB.

Mocne cosgaHus 6yaet goctynHo okHo Cluster-Guide Me. B okHe Guide Me
nepeyncieHbl 06bEKTbl, KOTOpble HEOBXOAMMO HacTpouUTb Ans Kaactepa. MoXHO
OT/IOXMNTb 3Ty HACTPOIKY 1 HACTPOUTL MO3Xe.

[ 1]
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AZMVHUCTPUpPOBaHME

XPAHUNTNLLLE

PesBupTyanusauma ncnonb3yeT LIeHTPasM30BaHHYIO CUCTEeMY XpaHeHUsi obpas3oB
[MCKOB BUPTYaslbHbIX MaLUWH, ISO-$aliioB 1 MOMEHTabHbLIX CHUMKOB. CeTb XpaHeHWs
[AaHHbIX MOXeT 6bITb peannsoBaHa C MOMOLLbIO:

* ceTeBoli dalinosoit cuctemsl (NFS);

GlusterFS skcnopTa;

* Apyrux ¢annoBbIx CUCTEM, COBMECTUMbIX € POSIX;

* MHTepdeiica CCTEMbI MaNoro KOMMboTepa NHTepHeTa (iSCSI);

* NIOKa/IbHOrO XPaHWINLLA, MOAK/IHOUYEHHOro HeNocpeACTBEHHO K XOCTaM
BUpTYyanumsauunu;

* MpPOTOKOJ1a ONTOBO/IOKOHHOIO KaHana (FCP);

* napannensHbix NFS (pNFS).

[ 1]
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O630p PE/] BupTtyanusaumn

OCHOBHBbI€E CLleHapun NpUMeHeHN BUPTYanusaunum:

* paspaboTka u TectuposaHue MNO; -

* Moje/nvpoBaHMe paboTbl peanbHbIX CUCTEM Ha UCCIeA0BaTeNbCKMX CTEHAAX; -

* 0b6bejHeHNe cepBepoB C Lie/bIo NOBbILLEHMS 3PGEKTUBHOCTY UCMOAb30BaHMS
obopysoBaHUS;

* obbejMHeHMe CepBepoB B pamKax  pelleHMst  3ajay  MOAAEPXKM
YyHacneA0BaHHbIX MPUIOXEHWI; *

* AeMOHCTpauus 1 nsyyeHuve Hosoro M0; -

* pasBepTbiBaHWe N 06HOB/EeHME NpuKaagHoro MO B yc10BMSIX AeMCTBYIOLLNX
VHPOPMAaLIMOHHBIX CUCTEM; *

* paboTa KOHeYHbIX Mosb3oBaTesieli (MpPenMyLLeCTBEHHO AoMallHMX) Ha MK ¢
pPa3sHOPOAHbLIMU ONepaLoOHHLIMY CpeJamu.

[ 1]
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AZMVHUCTPUpPOBaHME

XPAHUNNLLE

PesBupTyanusaums Mo3Bo/sieT HasHauaTb XpaHWAULLE W YNpaBAsTe UM C
MOMOLLLIO BKIaAKW «Storage» mopTana aAMUHUCTPUPOBaHKS. B crivcke pesynstaToB
XpaHeHVsi oTo6paxatoTcsi Bce AOMeHbl XpaHeHus, a B 06/1acTi cBejeHMn - obLive
cBefeHVA 0 JOMeHe.

YT06bl 06aBUTL JOMEHbI XpaHeHNsl, HEO6X0AUMO NMEeTb BO3MOXHOCTb YCMeLlHO
o6palllaTbca K mopTany aAMUHUCTPUPOBAHKS, U JO/MKEH 6bITb MO KpaiHei Mepe 0AVH
XOCT, MOAK/IOUEHHBI co cTaTycom Up.

PesBupTyanusaums nMmeeT Tpy TUMNa 4OMEHOB XpaHeHs:

* Data Domain,
* ISO Domain,
* Export Domain

[ 1]
BPEACOO®T CrpaHuua 13




image57.png
AZMVHUCTPUpPOBaHME

Data Domain
[loMeH JaHHbIX COAEepPXWT BUPTyasbHble XecTkne Aucku u OVF-daiinbl Bcex
BUPTYa/bHbIX MalUMH U LWA6NOHOB B LEHTpe 06paboTkn AaHHbIX. Kpome Toro,
MOMEHTa/lbHble CHYMKW BUPTYabHbIX MaLUMUH TakXe XPaHATCSA B JOMEHe JaHHbIX.
[loMeH ZlaHHbIX He MOXeT 6bITb 06LLMM AJ1st BCeX LieHTPOB 06paboTKy JaHHbIX.

1SO Domain
ISO Domain: goMeHbl ISO xpaHAT ¢ainbl I1ISO (Mnn nornyeckne KOMMNaKT-AUCKK),
MCMoib3yemble A5 YCTAaHOBKM U 3arpy3Ky ONepaLMOoHHbIX CUCTEM U MPUIOXEHWI ANst
BMPTyaslbHbIX MaLUMH. [lomeH ISO ycTpaHsieT MOTpebHOCTL LieHTpa 06paboTkun AaHHbIX
B dusmyeckmx Hocutensx. JlomeH ISO MoXeT 6biTb O6LLMM A1 PasinNUHbIX LIEHTPOB
06paboTkM faHHbIX. [oMeHbl ISO MOryT 6biTb OCHOBaHbl TO/IbKO Ha NFS. B LeHTp
06paboTKM AaHHBLIX MOXHO 06aBUTb TO/IbKO OAVH AOMeH ISO.

[ 1]
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AZMVHUCTPUpPOBaHME

Export Domain

Export Domain: fOMeHbl 3KCMOpTa — 3TO BPeMEeHHble XpaHWIMLLA A3HHBbIX,
KOTOpble WCMO/Ib3YTCA A1 KOMUPOBaHWUS U NMepeMelleHns 06pasoB BUPTYalbHbIX
MalUMH MeXay LeHTpaMn 06paboTku faHHbIX 1 cpejamul. [JoMeHbl 3KCropTa MOXHO
VCMo/Ib30BaTh /1t Pe3epBHOIO KOMMPOBaHUS BUPTYasIbHbIX MaLUWH. [loMeH 3KcropTa
MOXHO MepemeLlaTh Mexay LieHTpamy 06paboTkun AaHHbIX, OAHAKO OAHOBPEMEHHO OH
MOXeT 6bITb aKTVBEH TOJILKO B OZJHOM LieHTpe 06paboTKM AaHHbIX. DKCMOPT AOMEHOB
MOXeT OCYLLIeCTBAISATLCS TO/IbKO Ha ocHoBe NFS. B LieHTp 06paboTku AaHHBIX MOXHO
06aBVTb TONIBKO OAUH JJOMEH 3KcropTa.

[ 1]
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AZMVHUCTPUpPOBaHME

MoarotoBka xpaHnnuwa NFS
HacTpoiika obmx pecypcoB NFS, KOTOpbI byAeT CAyXuUTb AOMEHOM XpaHeHus
[ AHHbIX Ha KOpropaTNBHOM cepBepe Linux.
1. Co3garite rpynny kvm v nonb3oBatensi vdsm B rpynne kvm:
# groupadd kvm -g 36
# useradd vdsm -u 36 -g 36
2. YcTaHOBWTe BNajesblia 3KCMOPTUPOBaHHbIX KaTa/loroB:
# chown -R 36:36 /exports/data
# chown -R 36:36 /exports/export
# chown -R 36:36 /exports/iso
3. MIameHUTe pexum AocTyna K KaTasioram:
# chmod 0755 /exports/data
# chmod 0755 /exports/export

# chmod 0755 /exports/iso

[ 1]
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ALMUHNCTPUpOBaHME

YcraHoBKa xpaHunuwa NFS

Hosuiii gomen x

Dara-entp | Defauit (vs) v s

Dykkus foMeHa Dannsie -] Onmcarme

Tin xpanmanwa ‘ NFS - KoMMeHTapuit

Xocr © virt-edu.red-soft.ru v

NyTs 3kcnopra ‘

Hanp.: myserver.mydomain.com:/my/local/path
% Nons3osatenscite NapameTpsl coeauHeHus

% [lononHuTeNsHbIe Napamerpsl
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AZMVHUCTPUpPOBaHME

MoaxkntoueHme xpannnuwa NFS

1. Ha nopTane agMUHNCTPUPOBaHUSI HAXMUTe Storage — Domains.

2. Haxxmute kHornky New Domain.

3. BBegute Name jjoMeHa XpaHeHWs.

4. NMpUMUTe 3HaUeHUst N0 yMonYaHuo anst LleHTpa O6paboTkn [laHHbIX, GYHKLMN
JOMeHa, Tna xpaHunuLLa, popmara 1 CrmckoB NCMo/b3yeMblX XOCTOB.

5. BBeauTe nyTb 3KCMOPTa, KOTOPLIN ByAeT NCM0/1b30BaTLCA A8 AOMEeHa XpaHeHUs.
JKCNopT nNyTb Ao/mkeH 6bITb B ¢dopmate 123.123.0.10:/gaHHble  (ana  IPv4),
[2001:0:0:0:0:0:0:5 ab 1]:/aaHHbIe (415 IPV6), N fOMeH.MpUMep.KOM:/AaHHble.

6. [loNOJIHNTENIbHO MOXHO HacTPOUTL OMNONHUTE/IbHbIE NapamMeTpbl:

[ 1]
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ALMUHNCTPUpOBaHME

AononHnTenbHble NapamMmeTpbl XpaHunuwia NFS

| S |

PEROMEHAYETCR XPARVITE SHAUEHIR 10 YORIAHII B NOARX HEVSMEHHEIMM

Bepaus NFS. ABTOMTUuECKOE COrNACOBaHME (N0 yMONNaHUIO) ~

Nosopoumecs (#) ‘

Bpens oxuganus (geumcerya)

P —— |

'S Aononrensrie napavetp

VIRAAKaTOR MpEAYPEXASHA O MATOM KOMMUECTSE APOCTPaNCTS () 0
LlefcTeie 61OKMPOBKM NP KDUTMIECKOM IHaUEHIN CBOBOAHOTO MECTa (1) B |
VIHAMKATOD NDELYNDEXAEHHA O MANOM KONHIECTBE NPOCTRAHCTBA (%) 10 |
@opuar v >

() Oumerwrs nocne yaanewus

() Pesepenan konws

[
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AZMVHUCTPUpPOBaHME

nynbi

Myn BUpPTyanbHbIX MaLLWH — 3TO rpynna BUPTYasbHbIX MaLLVH, KOTOPbIe SBSOTCS
K/IOHaMW OfHOro LWabfoHa W MOryT WCMOMb30BaTbCs MO TPeboBaHWKO JH06bIM
nosb3oBaTefieM B JAaHHOW rpynne. [lyibl  BUPTyanbHbIX MAalUVH  MO3BONSIOT
aMVHMCTPaTopaM 6bICTPO HacTpanBaTb Habop 0606LLEHHBIX BUPTYalbHbIX MaLLVH
AN151 NoJIb30BaTenei.

Korga nonb3oBaTe/Nb MOJb3yeTcss BUPTyaNbHOM MallvMHOW M3 nyna, emy
npegocTaBaseTcs obas 13 BUPTYasbHbIX MaLIVH B My/le, eC/IN TakoBble MMeTCs.

BupTyanbHble MalUMHbI B My/le BUPTYalbHbIX MalUMH He VMERT COCTOSIHUS, UTO
03HauUaeT, UTO JaHHble He COXpaHsTCS Mpu nepesarpyske. OAHAKO Mya MOXHO
HacTpoUTb TaK, YTOBbl OH COXPaHsI COCTOSIHWE, MO3BOJISAS COXPaHSATb V3MEHEHNS,
BHECEHHbIe NMpeAblAyLLM MO/b30BaTE/EM.

[ 1]
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ALMUHNCTPUpOBaHME

nynbl

]|
HEPE/ICO®T CrpaHuua 21




image65.png
AZMVHUCTPUpPOBaHME

AAMUHMNCTpaTOp Heo6XxoAMM AN cneayoLmnx GyHKLNA:

* ynpaeneHune ¢u3. 1 BUPT. pecypcamm (XxocTbl, BM, obHoBNeHne 1 gobaBneHne
XOCTOB, WMMOPT JOMEHOB, MNpeobpasoBaHve BM, CO3jaHHbIX Ha BHELUHUX
rmnepsunsopax, 1 ynpasneHve nynamv BM);

* MOHUTOPWUHI OBLUMX CUCTEMHBIX PECYypcoB Ha MpeAMeT BO3MOXHbIX NMpobiem
(4Ype3mepHasi Harpyska, HexBaTka NamsiTu WU AWMCKOBOrO MPOCTPAHCTBA, a Takxe
BbIMO/IHEHNE HEOB6XOAMMBIX AeNCTBUIA);

* pearnpoBaHue Ha HOBble TpeboBaHVs BM;

* ynpaeneHne HacTpanBaeMbIMU CBOCTBAMY;

* ynpaBneHue Nomnckom;

* ynpaBneHne HacTPOKaMn 1 paspeLleHUsiMN No/b30BaTenNs;

* yCTpaHeHVe Henonafok Ans  nonb3oBatenein wnnm  BM  ana  obuueit
YHKUMOHANBHOCTU CUCTEMBI;

* reHepauus o6LUMX 1 CNeumnanbHbIX OTYETOB.

[ 1]
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O630p PE/] BupTtyanusaumn

Buabl BupTYyanusauuu.
3MynAUMA — BUPTyanusauusi PasnvyHbIX MAaTPOPM (Hampumep 3SMynaUms
VrpoBoiA KOHCON Ha MMK)

BupTyanusauus namaTtum
BupTyanusauusa namaTM — O06beAVHEHWEM OMepaTVMBHOM MaMsTu 13
Pas/INYHbBIX PeCypCcoB B eAVHbIN MaccuB.
BupTyanbHas namsaTbe — V30M15UMS aAPECHOro NMPOCTPAHCTBA MPUIOXEHWst OT
BCEro aZipecHoro NpocTpaHcTBa. [prMeHsieTcst BO BCeX coBpeMeHHbIX OC.

[ 1]
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AAMUNHUCTPUpPOBaHNe

TMOBA/TIbHAA KOHPUTYPALINA
Ponu - 3To npegonpeseneHHble Habopbl MPYBUIETI
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ALMUHNCTPUpOBaHME

TMOBA/NbHAA KOHPUTYPALINA
HoBble ponv Administration > configure

Configure x

Roles.

New Role x

System Permissions
Name Description

Scheduling Policies

Account Type:

Sancelypes @UserOAdmin

Check Boxes to Allow Action a specific Cluster

MAC Addoess Pooks Expand All| | Collapse Al
» Clsystem

» ONetwork

» Olremplate
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» Ovmpool

» Ooisk
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AZMVHUCTPUpPOBaHME

FNOBANIbHAA KOHOUTYPALUNA

Ponun cncremHoro agMuUHUcCTpaTopa (HeKoTopble).

SuperUser - CUCTeMHbIV agMUHUCTpaTop cpegbl PEJL Buptyanusauma - Vmeet
MoJIHble pa3peLleHs Ha Bce 06beKThbl U YPOBHW, MOXET yrpaB/sTh BCeMU 06beKkTaMum

BO BCeX LieHTpax 06pa6OTKVI AaHHbIX.

ClusterAdmin - AgmuHucTpatop  knactepa. -  O6nagaet  npaBamu
aAMMHUCTPaTopa A/1st Bcex 06beKTOB MoJ onpeje/ieHHbIM K1acTepoM.
DataCenterAdmin - AgMUHUCTpaTOp JaTa-LeHTpa. - Ob6najaeT npaBamu

AAMUHNCTPATOPa ANA BCeX 06BHEeKTOB noa onpejesieHHbIM LIeHTPOM OGpaGOTKI/I
AAHHbIX, 3@ UCKNKOYEeHUEM XpaHnnuLla.

[ 1]
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AZMVHUCTPUpPOBaHME

FMOBANNbHAA KOHPUTYPALINA

Ponun agMuHMcTpaTopa LieHTpa 06paboTky AaHHbIX.

DataCenterAdmin - AAMVHUCTpPATOp LEHTPa 06paboTkM JaHHbIX. — MoxeTt
MCMoNib30BaTh, CO34aBaTb, YAaNSaTb W yNpaBisTb BCEMU  QUBMYECKMU 1
BMPTYa/lbHbIMW  pecypcaMu B  OMpeAe/ieHHOM LeHTpe 06paboTkM AaHHbIX, 3a
VNCK/IIOUYEHVIEM XPaHWINLLA, BK/ItOYAsh KacTepbl, XOCTbl, LWIAGAOHbI U BUPTyabHble
MaLUVHbI.

NetworkAdmin - AAMUHMCTpaTOp ceTn - MOXeT HacTparBaTb U YNpaB/sTb CETbO
KOHKPETHOrO LieHTpa 06paboTku faHHbIX. CeTEBOW aAMUHUCTPATOP LeHTpa 06paboTkm
JAaHHbIX TakXe HacnefyeT ceTeBble paspeLleHns Ans BUPTYasbHbIX MalUVH B LieHTpe
06paboTKM AaHHbIX.

[ 1]
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AZMVHUCTPUpPOBaHME

FMOBA/IbHAA KOHPUTYPALLLA

Ponu agMuHucTpaTopa Knacrepa.

ClusterAdmin - AgMyHUcTpaTop knactepa - MoXeT MCMo/b30BaTb, CO34aBaTh,
yAansTb W yNpaBnsTb BCeMU OU3NYECKUMU U BUPTyaNibHbIMK pecypcamy B
onpezenieHHOM KkfacTepe, BKIOUasi XOCTbl, LIA6GMOHbI U BUPTYyasbHble MalUMHbI.
MoxeT HacTpavBaTb CBOICTBA CeTU B kacTepe, TakvMe Kak Ha3HauyeHne KOHTEeKCTHO-
MEANNHBIX CeTel UAN MapPKMPOBKA CETU KaK HeobXoAUMOW MAN Heobsa3aTeNlbHOWN.
OfHako aAMuHUCTpaTop knactepa ClusterAdmin He wuMeeT paspelleHWii Ha
npuicoeMHeHVe NN OTCOEAMHEHME ceTell OT knactepa (TpebyeTcst NetworkAdmin).

NetworkAdmin - AamuHucTpaTop ceTu - MoxeT HacTpavBaTb W YMNpaBisiTe
CeTbio KOHKpeTHOro knactepa. CeTeBol aAMUHUCTPATOP K/acTepa Takxke HaciesyeTt
ceTeBble paspeLleHns A BUPTyaibHbIX MaLlUWH B KacTepe..

[ 1]
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AZMVHUCTPUpPOBaHME

FNOBANIbHAA KOHOUTYPALUNA

Ponn agMmnHucTpaTopa XpaHUAuLLa.

StorageAdmin - AAMWHWCTPaTOp XpaHUAMWa - MoxeT co3jaBaTtb, YAANSATb,
HacTpavBaTb U yNpaB/iaTh onpejeneHHbIM JOMEHOM XPaHeHWs.

GlusterAdmin - AgMuHUCTpaTOp XpaHunuLa Gluster - MoxeT co3zaBaTb, yAansTb,
HacTpavBaTb 1 yNpaBasaTb TOMaMu xpaHeHust Gluster.

mE
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AZMVHUCTPUpPOBaHME

FNOBANIbHAA KOHOUTYPALUNA

Ponu nonbsoBaTeneil BUpTyasibHOro AuUcKa.

DiskOperator - lonb3oBaTe/lb BUMPTYanbHOro Ancka - MOXeT WCMoib30BaThb,
npocmMaTpmBaTbh U pefakTMpoBaTb BUPTyasibHble AUCKW. HacnegyeT paspelleHus Ha
1CMob30BaHKe BUPTYalbHOM MaLLVHbI, K KOTOPOM NOAKIOUEH BUPTYasbHbIA ANCK.

DiskCreator - MoxeT co3gaBaTb, pejaKTMpoBaTb, YMpaBAATb W yAansiTb
BMpPTya/ibHble JNCKN B Ha3HAYeHHbIX KlacTepax WAW LieHTpax 0bpaboTkn AaHHbIX —
3Ta poJib He MNPUIMEHSeTC K ornpejeneHHOMY BUPTyalbHOMY AUCKY. MprMeHnTe 3Ty
po/b K Mo/sb30BaTeNto A5t Bceli cpefibl C MOMOLLbIO OKHa HaCTPOMKM. MOXHO Takxke
NPYMEHUTb 3Ty POJib ANS1 OMNpeje/ieHHbIX LieHTPOB 06paboTkM JaHHbIX, KlacTepoB
VN JIOMEHOB XpaHeHWs.

[ 1]
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ALMUHNCTPUpOBaHME

FMOBANTbHAA KOH®UTYPALLNA
MonnTtnka nnaHMpoBaHUs.

Ponn

Cuctemnbie paspewenin

MonuTika nnanuposanma >

Tunbi skaemnARpos

flyn MAC-agpecos.

HE
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ALMUHNCTPUpOBaHME

FMOBANNbHAA KOHPUTYPALINA

MonnTukKa NNaHNpPoBaHUS.

Habop npaBun, onpejenstoLLyX JIOTVKY pacrnpeAeneHnst BUPTYaibHbIX MaLlLWH
Mexzy XocTamy B Knactepe. OnpegensieTcs ¢ MOMOLLblo KOM6UHauunm ¢GunbTpos,
OLIEHOK M MONNTUKM 6anaHCMpPOBKIN HarpysKu. 1o yMoYaHmio NonTuk 5.

Evenly_Distributed - pacnpegensieT Harpy3ky Ha NamMsiTb 1 NPOLIECCOP PaBHOMEPHO
Mo BCeM XOCTaM B K/lacTepe.

O OVERUTILIZED

Virtual Machine Virtual Machine

Virtual Machine Virtual Machine Virtual Machine Virtual Machine

UNDERUTILIZED
Virtual Machine Virtual Machine Virtual Machine Virtual Machine Virtual Machine

HOST 1 HOST 2 HOST 3 HOST 4 HOST 5
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ALMUHNCTPUpOBaHME

FMOBANTbHAA KOH®UTYPALNA
MonuTtnka nnaHUpoBaHUA.

Power_Saving - pacripejensieT Harpysky Ha MamsiTb K Mpoueccop Mo

MOAMHOXeCTBY AOCTYMNHbIX XOCTOB, yTobbl CHU3UTL 3Hepror|0Tpe6neH|/|e Ha
HeAOCTaTOYHO UCMOJIb3YyeMbIX XOCTaxX.

Virtual Machine Virtual Machine

Virtual Machine Virtual Machine Virtual Machine

UNDERUTILIZED
Virtual Machine Virtual Machine Virtual Machine Virtual Machine

HOST 1 HOST 2 HOST 3 HOST 4 HOST 5
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O630p PE/] BupTtyanusaumn

Buabl BUpTyanusauun.

BupTtyanusauusa No

BupTtyanusaums npunoxxeHui (paboyero okpyxeHust) — paboTa OTAeNbHbIX
NPUIOXeHWUI B cpeje, OTAeNEHHO oT ocHoBHOW OC. 3Ta KOHLIeMLMSi TECHO CBsi3aHa C
NopTaTUBHLIMY NMPUNOXKEHUAMN.

BupTyanusaums cepBmcoB — 3MyNALNSA NOBeJeHNS CUCTEMHbIX KOMMOHEHTOB,
HeobXoANMbIX ANS 3aMycka NPUIOXKEHWS B LieNIsiX OTIajKM 1 TecTMpoBaHus. Bmecto
BUPTyaNM3aLmmnm KOMMOHEHTOB LIe/IMKOM, 3Ta TeXHONOrMs BUPTyanusyeT TOJIbKO
HeobxoAMMble YacTu.

[ 1]
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AZMVHUCTPUpPOBaHME

FMOBANNbHAA KOHPUTYPALINA

MonnTukKa NNaHNpPoOBaHUSA.

Habop npaBun, onpejensiomx JIOrVMKY pacrnpejeneHns BUPTYasbHbIX MaLUVH
MeXzy XOCTaMu B KnacTepe.

None - 370 pexum "no ymonuaHuo". Korga BmpTyanbHasd MallMHa 3aryckaeTcs,
Harpyska Ha namsaTb U MpoLeccop pacnpejensieTtca paBHOMEPHO Mo BceM XocTaM B
Knacrepe.

Cluster_Maintenance - orpaHMuMBaeT aKkTVMBHOCTb B kjaacTepe BO BpeMms
BbIMOIHEHUS 3aa4 06CNyXMBaHWSA

[ 1]
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ALMUHNCTPUpOBaHME

FMOBANTbHAA KOH®UTYPALNA

CosgaHue NoNNTUKN naaHpoBaHuA.
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ALMUHNCTPUpOBaHME

FMOBANNbHAA KOHPUTYPALINA

Tunbl 3k3emMnAspos

TVNbl 3K3eMMIPOB MOXHO UCMO/b30BaTh /1Sl OMNpejesieHns KoHUrypaumm
o6opyAoBaHNsA BUPTYanbHO MalUVHbI. Bbi6op TUMNa 3Kk3eMmasipa npyu co3jaHny unm
pesaKkTVpOBaHUN  BUPTyaNbHOM  MAalUWHbI  aBTOMAaTWMUeCKM  3amofHAT  Most

KOHUrypaLmm obopyAoBaHuUS.
Ha3panne Koii-o namsiti vCPUs
Tiny 512 MB 1
Small 2GB 1
Medium 4GB 2
Large 8 GB 2
XLarge 16 GB 4
[ 1]
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ALMUHNCTPUpOBaHME

FNMOBA/TbHAAA KOH®UTYPALLNA
Myn MAC appecos
OnpegenatoT granasoH(el) MAC-agpecos, 419 KaXZoro kiacrepa.
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AZMVHUCTPUpPOBaHME

KAYECTBO OBC/Y)XBAHWNA

CepBuUC KayecTBa 06cNy>kKMBaHUA XpaHUAULLA

KayecTBo 06CnyxumBaHUSI XpaHWAWLLA ornpejAensieT MaKCMMasbHbIA YpOBeHb
NPOMYCKHOM CMOCOBHOCTU M MaKCMMasbHbIA YypOBeHb onepaLunii BBOAa-BbiBOAA 1St
BUPTYa/IbHOrO JJMCKa B JIOMEHe XpaHeHWs.

BupTtyanmsaumsa - lata-LeHTpbl - QoS

[ 1]
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ALMUHNCTPUpOBaHME
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O630p PE/] BupTtyanusaumn

Buabl BUpTyanusauun.

CuncTeMbl XpaHeHUs

Buptyanusaumsa xpaHeHUs AaHHbIX — Mpe/jcTaB/ieHne Habopa ¢pu3nUeckmx
HocuTenelt B BUAE eUHOT0 Gr13NYECKOro HOCUTENS.

PacnpepenérHHaa d¢aiinoBaa cuctema — wbasg ®C, koTopass no3BonseT
noay4aTb AOCTyN K paiinam ¢ HeCKObKMNX YCTPOICTB, C MOMOLLIbIO CeTU.

BupTtyanbHas ¢aiinioBasi cuctema — ypoBeHb abCTpakLMM MOBEPX KOHKPETHOM
peanusaumm  dainosoit cuctembl. (VFS obecneumBaeT OAMHAKOBBLIA  JOCTYMN
K/IMEHTCKMX MPUNIOXKEHWNI K PasNnNYHbLIM TNam GaliioBbIX CUCTEM).

MMnepBusop XpaHeHUss — 0b6beANHSET pasNnyHbie Ppr3nYeckie NPOCTPaHCTBa
B €4\HBbIV NOrNYecKnii MaccuB.

BupTyanusaums ycTpoWcTB XpaHeHMsi AaHHbIX: BUPTyaav3aums >XECTKOro
(nornyeckunin AncK) Nam onTUYeckoro amcka (Hanpumep, DAEMON Tools).
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