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Moaynb 1

YctaHoBka OC “Anbt”

Moaynb 1 YctaHoBKa OC “Anbt”

NMoaroroBka K yCTaHOBKE

OnepaLIMOHHbIe CUCTeMbl ceMeuncTBa AnbT

OC «AnbTt Pabouasi ctaHUUA»

OC «Anbt Pabouyas ctaHuua K»

OC «AnbT CepBep»

Mony4yeHUe yCTaHOBOYHbIX 06pa3oB

https://basealt.ru
https://getalt.org/

CucteMHble Tpe6oBaHUS

AnbT Paboyaga ctaHLMs

AnbT Pabodyag ctaHLuumg K

AnbT CepBep

3anycK nporpaMmbl yctaHoBKu OC AnbT

3anmcb yCTaHOBOYHOIO o6pa3a (ISO)
o 3anucb Ha DVD-aunck

o 3anucb Ha USB Flash
NMogpobHee cMm.

o PyKOBOACTBO aAMUHUCTPATOLA

o https/www.altlinux.org/Write
«KuBaga cucrema»

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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https://www.basealt.ru/alt-workstation-k
https://www.basealt.ru/alt-workstation

Moaynb 1 5

YctaHoBka OC “Anbt”

3arpy3Ka YCTaHOBLUMKA MO CETU

YctaHoBka OC AnbT CepBep

MpoBeneHMe ycTaHoBKKM AnbT CepBep (oeMoHCcTpaLma)

3arpy3Ka yctaHoBLMKa (BIOS-cuctembl)

Boot from hard drive

UNC install (edit to set password and connect here)
Rescue LiveCD

Memory Test

Use the t and | keys to select which entry iz highlighted.
Press enter to boot the selected 05, ‘e’ to edit the commands
before booting or "¢’ for a command-line.

BapuaHTbl 3arpy3Kin yCTaHOBLLMKa cucTeMbl AnbT CepBep
VNC install (edit to set password and connect here)

Rescue LiveCD

NHCTPYKLMW MO BOCCTaHOBIEHMUIO
o https://www.altlinux.org/Rescue
Memory Test
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Moaynb 1 6

YctaHoBka OC “Anbt”

3arpy3ka yctaHoBLwMKa (UEFI-cuctembl)

Install ALT Server 11.0 x86_64

UNC install (edit to set password and conmect here)
Rescue LiveCD

Memory Test (may not work with Secure Boot)

UEFI Firmware Settings

Use the & and v keys to select which entry is highlighted.
Press enter to boot the selected 0S. "e’ to edit the commands before booting or ‘¢ for
a command-line.

BapuaHTbl 3arpy3Kin yCTaHOBLLMKa cucTeMbl AnbT CepBep
UEFI Firmware Settings

YctaHoBKa no VNC

naposb no ymonydaHmio —VNCPWD
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Mopaynb 1 7

YctaHoBka OC “Anbt”

setparams 'UNC install (edit to set password and conmect here)’

zavedefault

echo $"Loading Linux vmlinuz$KFLAVOUR ..."

linux ~boot- umlinuz$KFLAVOUR fastboot root=bootchain bootchain=fg,altboot
automatic=method:disk,unid:Z2025-03-12-11-21-02-00 stagename=live init=rusr\
slibexecrinstallZrsinstall2-init ramdisk_size=7?6R673 nosplash lowmem mpath hx
eadless no_alt_wirt_keyboard uncpassuurd =UNCPWD [lang=5lang

echo §' 'Loading initial ramdisk

initrd bootsinitrdSKFLAVOUR. img

YcTtaHoBKa no VNC

stored passwd in file: stmpruncpasswd
IP(=): 192.168.99.180
UNC cmdline: uvncpassword=UNCPWD

The UNC desktop is: localhost. localdomain:8

YctaHoBKa no VNC - oxxmaaHue nogknrodeHma

$ vncviewer

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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Moaynb 1 8

YctaHoBka OC “Anbt”

1/12 A3bIK

BhIGEPUTE BENHAHT NEPEKNIOUSHIA DACKNATKA KNABHATYDb!
Knaewwm Alt u Shift ogHOBpeMeHHO
Knaewwa CapsLock
Knaeuwu Control n Shift ogHoepemerHo
Knasuwa Contral
Knasuwa Alt

Bbl60p A3blKa 1 KOM6I/IHaLI,l/Il/I nepexKnyveHnd KnaBmLu

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 1 9

YctaHoBka OC “Anbt”

2/12 JIMueH3NOoOHHOoEe cornawleHme

2/112: NMueH3MOHHOE cornaweHve

MAMR W HAXMUTE «[lan

NuueH3snoHHoe cornaiweHue

C KOHEUHbIM Nonb3oBaTenemM Ha nporpaMmmHoe o6ecneueHne Anst Cepgep 11.0 U BKNOYEHHbIE B HErO NporpamMmbl Ansi 3BM
1. Ceegenna o forosope
1.1 YyacTHWKKM aorosopa

HACTOAWMIA NMUEH3MOHHEIR 4OTOBOP (4anee — AOTOBOP) 2aKMNICYAETCA Mexay 000 «Baszanst CMQO», NnpagooGnagarenem nporpaMMHoro o6ecnedenns Anet Cepeep 11.0 (qanee — JMCTPUEYTUB), u
Mons3oeatenem

1.1.1. MoNL30BATENEM N0 HACTOAWEMY [JOTOBOPY MOXET BLICTYNATE NI0G0E (M3NYECKDE, IOPUANYECKDE NIMLD, TOCYLAPCTEEHHBIA, MyHHUMNANEHLIA OPraH M MHOA X03RIACTEYIWWA CYEberT.
1.1.2. HAcTOAWMIA NMUEH3NOHHBIA LOTOBOP paspellaeT 6e3e03mesgHoe ucnonssosadne JACTPUEYTUBA dmznueckum nuuam,

1.1.3. HacTOAWMIA NMUEH3NOHHLIA LOTOBOp pazpewaeT ucnonssosaine AACTPHEYTUBA pHOMUECKAMY TMUAMK, TOCYLAPCTEEHHLIMY, MyHULHNANLHEIMA OPraHamMy WM MHEIMW X03ARCTEYIOLMMMY CYELEKTaMA
KYTIMBLLIMIA NMLEHINN (WA 3AGTOUMBLLINM JIMLEHINOHHEIR JOMOBOD B NNCEMEHHOR W 3NSKTROHHOM (opme).

1.2.NpeameT foroBopa

HacToAwwii goroeop perynupyeT npaea Mons3osarens Ha ucnonkaosadie QUCTPUEY THBA, a Takke BRIOYEHHLIX B cocTas JUCTPUBYTVBA oTgentHux nporpamm ana 3BM (ganee - MPOTPAMMEI) n gpyrx
PE3YNLTATOB MHTENNEKTYANLHOR AeATENLHOCTH M CRSACTB MHAMBIAYANHIAUMN B 06LEME, YKA3AHHOM B HACTOALLEM A0M0BOPE.

1.3 3akniueHWe 10TOBOPA

HacToAwmit 4OT0B0p ABNASTCA 4OTOBOPOM O NPEAOCTABNEHHH MPOCTON (HEMCKINUNTENEHOM) MMUEH3WMK HA nenons3oeakne JUCTPUEYTUBA (Mpaeo Ha YCTaHOBKY, 3aMYCK U NCTIOMNL30BaHMe MYHKUMOHANEHOCTH M0 B
COOTBETCTBN C €70 LIENEBbIM HA3HAYEHNEM HA TEDPHUTOPHM BCETO MDA W B TEUEHHE COKA, YKASAHHOTD B IMUEH3N0HHLIX AOKYMEHTAX), 3AKTHUAEMEIM B YPOLLEHHOM NOPAAKE (40r0BOP NPUCOENHEHNS). Hauano
nenonszoeaina JUCTPUBYTUBA Monb30BaTenem, kak 0HO ONPeAENASTCA YKA3aHHEIMW YC/IOBMAMW, 03HAUAET B0 COTNACKE HA 3aKTUeHe JOr0Bopa. B 3TOM cnyuae nnceMeHHaA (opMa 40r0BOPa CUNTAETCA
coBMAEHHON

1.4. MNepegaya NPas TPETLMM NMLAM (CYENMLEH3MOHHEIR orosop)

B HacTOALWEM JOTOBOpE ONPejenieHsl NPaBa KOHEUHIX NoMs30BaTenei. Mpaso Ha pacnpoctpadexine JUCTPUEYTUBA nepefadTcs TONBKO (IM3HUECKAM IMLAM A1 MEPeauM APYTAM (H3MUSCKAM LA,

CUCTeMHBLIM MHTErpaTopam, AUCTpUbLIoTopam n OEM-npon3BoauTensam Ana NoNyYeHns Npas Ha pacnpocTpaHedne cnegyet obpawarkca 8 000 «bazanst CMO» no agpecy sales@basealtru Ana 3akioueHus
NUCEMEHHOTO 40M0BOPA.

2. NMpaea snafgensua skzemnnapa JUCTPUEYTUBA
2.1.MNpaea Ha AUCTPUEYTUE

JACTPUBYTUB copep#uT kak ceoB0HbIe, Tak u HeceoBogHele MPOMPAMMEGI. Ha pacnpoctpasesue HeceoBoaHeix MPOTPAMM 8 coctage guctpuytueoe 000 «Bazansr CMO» nonyueHs! COOTBETCTEYIOLME
pa3peLIeHNA Npagootnanateneii. ABTopckie npaea Ha AVMCTPUEYTE Kak COCTABHOE NPOU3BEIEHE NPUH:

lla, A corAace

:

JINUEH3NOHHOE cornalleHmne
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Moaynb 1 10

YctaHoBka OC “Anbt”

3/12 faTta u BpeMAa

3/12: Jarva v Bpemsa

BbiGepuTe pernoH:

(O

BbiGepuTe yacoBoil NOAC:

Mockea (+03)
Qcno (+02)
Octpoe Man (+01)
Mapux (+02)
Moaropuua (+02)
Mpara (+02)

Pura (+03)

Pum (+02)
Camapa (+04)
CaHn-Mapwxo (+02)

XpaHnThL BpEMS B no MpUHBNYY

.

HaTa n Bpemq

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 1 1

YctaHoBka OC “Anbt”

3/12: ara v Bpemsa

BbiGepuTe pernoH:

BuiGepuTe Yacosoit hosc: v Monyuats Tousoe epems ¢ NTP-cepeepa: | pool.ntp.org

Mockea (+03) PaBoTars kak NTP-cepeep

anpens_ 2025

XpaunTb Bpems B BIOS no MpuHBuuy

Tekyllee BDEMA® YCTAHABNMEAETCA ABTOMATHUECKA

HacTpoMka CUHXPOHU3ALMKM BPEMEHU

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025



Moaynb 1 12

YctaHoBka OC “Anbt”

4/12 NMoaroTroBKa AMCKa

4/12: MoaroToBKa AUCKa

| BeiBepuTe rpynnkl AMCKOB ANA UCNONL30BAHUA JlocTynHele auckd

- vda [l 1 MB n3 50 GB ceobogHo

Q YcraHos peepa [ Tpedyerca 28 GB ]
! BpyuHyto

MapameTpsl
OuMCTTE BeIBPAHHLIE AUCKA Neped NpUKeHEHuen npodnng

MpesnoxuTL CAENATE MOW M3MEHE! nocne NpUMeHeHNA npotuna

NogrotoBka AMcKa yctaHoBLMKoM OC AnbT CepBep
OuncTUTb BbiGpaHHbIE ANCKM Nepea NpUMeHeHneM npoduns

MpepnoXXuTtb caenatb MO U3MEHEeHUSN nocrne NpuMeHeHusa npodwmq

lMpoguspb “YcraHoBka cepBepa”

KopHeBou pa3pgen (ext4)

SWAP-pa3gen

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 1 13

YctaHoBka OC “Anbt”

Pasnen ang katanora /var

4/12: MoparoToBKa AUCKa

Wma Pazmep [ceoGofHo] DaiinosaA cucTema  Touka MOHTWPOBAHMA  ONUMK MOHTMPOBAHKA
BIrFS
~ Disks
+ @ vda 50 GB
() vdal 3918 MB [3918 MB] .“ SWAPFS
[} vda2 46 GB [46 GB] Ext4
IMSM
LVM
RAID

relatime

NMpodumnb “YcTaHoBKa cepBepa” gna BIOS-cuctem
ESP (efi system partition) (FAT32, /boot/efi)

bios boot partition

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 1 14

YctaHoBka OC “Anbt”

4/12: MoaroToBKa AUCKa

Ama Pasmep [cBooaHo] Daiinosan cucTema  Touka MOHTHPOBaHWA ONUWW MOHTWPOBAHKA
BirFS
~ Disks

vda 50 GB
[ vdal 511 MB [511 MB] FAT32 umask=0 quiet showexec,iocharset=utf8 codepage=866

[} vda2 3900 MB [3900 MB] _“ SWAPFS
[} vda3 46 GB [46 GB] Extd

IMSM

LV

RAID

relatime

alt
Mpodunb “YctaHoBKa cepBepa” ona UEFI-cuctem

PyyHoOM ripo@dusib pazbmneHmns ANCKa

CospgaHue nporpaMmmHoro RAID-maccmBa (RAID O, RAID 1, RAID 4/5/6,
RAID 10)

Co3gaHne LVM-ToMoB

Co3gaHume WwmndpoBaHHbIX pasgenos (LUKS)

Co3pgaHume noaTtomMoB BtrFS (subvolumes)

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 1 15

YctaHoBka OC “Anbt”

Bbl6op MCMoNb3yeMbix GannoBbiX CUCTEM M OPraHM3aLmMa AepeBa
KaTa/floroB Ha HUX

JononHuTenbHble pasgensi
o *ESP (EFI
> BIOS boot partition

MICTOYHUKM 0OMONHUTENBbHOM MHPOPMaLMK

o Monyrnb 7. OpraHm3aums XpaHeH1s 4aHHbIX

o Pazgen‘yYcraHoBKa AUCTPUOYTUBE' B LLITATHOM JOKYMEHTALMNMI 10
rpoayKkTy

o https://www.altlinux.org/Paz6éueHuneucka

o https://www.altlinux.org/Btrfs

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 1 16

YctaHoBka OC “Anbt”

5-6/12 YcTaHOBKa CUCTEMDI

5/12: YcTaHOBKa CUCTEMBI

[ononHATeNEHbIE MPNAD

Mogaepxxa rp; i noacucTems (GNOME)
MogaepxKa KIMEeHT ((hpacTpykTypLl Samba AD
T0/1ePXKE PAGOTEI B B HblX OKDYHEHHAX

W Moaiepxxa ynpasnenn: ‘web-nHrepheiic

YCcTaHOBKa CUCTEMbI

MNoppepixka rpadunyeckomn nogcmcrembol (GNOME)

MopAaep)XKa KNMUMEeHTCKOMN MHpacTpyKTypbl Samba AD

Moanep)kka pa6oTbl B BUPTYasibHbIX OKPYXXEHUSIX

Mopnep)xka ynpaBneHusa yepes web-uHtepdpenc

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 1 17

YctaHoBka OC “Anbt”

[lononHUTeNbHble MaKeTbl MPOrpamMm B BUOE KOMMOHEHTOB
yCTaHaBIMBAOTCS B pa3BepHyToM cucteme Anbt CepBep B MPUIOXKEHNIN
AnbT KOMMNOHEHTHbI (alt-components).

5/12: YcraHoBKa CUCTEMBI

OuctpubyTue «Anst CepBep: BKNOYEH B PeecTp poccuitckoro
nporpaMMHoro obecneveHun (Homep B PeecTpe 1541).

@di®

¥ [lokymenTauua basealt.ru

YCTaHOBKA NPOrPaMMHOTD 06eCNeYeHUA

lNpouecc yCTaHOBKWM MaKeTOB

7/12 YcTaHoBKa 3arpy3umka (BIOS-cucteMsl)

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

7/12: YcTtaHOBKa 3arpyHuKa

i auck vda, Dx1af4, 50.00 Gb
Pazpnen Linux (vda2)
He ycTaHaBnneaTh 3arpy3unk

alt

YCTaHOBKa 3arpy3symka
XEécTkunm guck

Paspen Linux

He ycTaHaBnmMBaTb 3arpysumkK

YCTaHOBUTb UM C6pPOCUTb Naponb

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

7/12 YcTtaHoBKa 3arpy3umka (EFI-cuctembl)

7/12: YcTtaHOBKa 3arpyHuKa

EFI (pekomeHayeMsIii)

EFI (cHauana ouncTuts NVRAM)
EFI {(3anpeTuts 3anuck B NVRAM)
EFI (4nA CEMHbIX YCTRORCTE)

He yCTaHABAVBATH 3AMNY34NK

YCTaHOBKa 3arpy3symka
EFIl (pekoMeHAYyeMbIN)

EFIl (cHayana ounctutb NVRAM)

EFI (3anpeTtuTtb 3anucb B NVRAM)

EFI (N9 Cb€éMHbIX YCTPOMUCTB)

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

8/12 HacTtpoika ceTun

8/12: Hactpoiika cetn

Ums xomneiorepa (IS

WuTeptheickl
enpls0 CeTesan kapra:
NPOBOJ NOACORANHEH
MAC: 52:54:00:37:ch:h7
WHTepdeiic BKMKIYEH

Bepcua npotokona IP: { Brngunth

LGETH TR ETITE M Vicnons3oeaTh DHCP

IP-agpeca:

No6asuTs 1 IP

(HechanLKa 3HASEHUR 3aMMCMERIOTCA wepes npoGen)

JNononHWTeNLHO

Co30aTh 06LEAHHEHWE
Co3[aTs CETEBOMA MOCT.

. o

HacTpowmka ceTtun
- [1o Ha)XaTUo Ha KHOMKY [JlOMNONMHUTENNIbHO

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

8/12: Hactpoiika cet

WuTeptheickl

WuTepdeiic: enp0s3
CeTeBan noacucTema:

kona 1P -\ BiniounTe Etcnet

Koudmrypauua: NetworkManager (etcnet)
NetworkManager (native)
systemd-networkd

IP-agpeca: He KOHTPONUpYeTCa

No6asuts 1 IP

V| 3anyckaTk MHTEPMeC NpY 3arpyake CHCTEMB!
(Heckanko IHaUEHNI IaMHCEEa

| Ok || Ommesa |

Bbi6op ceTeBOWM MOACUCTEMDI
- VICTOYHUKM OOMNONHUTENBHOM MHPOPMaLMIK

o Mogyrnb 05 Hacrpovika cetvt B OC“AsbT’

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

9/12 AAMUHUCTPATOP CUCTEMBI

9/12: AAMUHHUCTPATOP CUCTEMBI

0 afMHHUCTPATOPA;

YCcTaHOBKa Napons and nonb3oBaTtens root
Co3paTb aBTOMaTUYECKU

22

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

10/12 CucTeMHbIM Nnonb3oBaTenb

10/12: CucTeMHbIi Nonb3oBaTeNb

HoBasn y4eTHAR 3aNWCck N0/Ib30BATENA

Winws:
HacroAuwee nma:

Napons. |l Cosgars asToMaTMueck

Co3gaHume nepBOW ONePaATOPCKOM YYETHOM 3aMnUCK
ABTOMaTUYECKMU BXOA B CUCTEMY

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

12/12 UHdopMaumsa o 3aBepLUEHUUN YCTaHOBKM

B 12/12: UHcbopMaLWA O 3aBepILIEHUHA YCTAHOBKN

S

YcTtaHoBKa 3aBepuieHa!

Bnarogapum 3a BblGop ANkt Cepeep 11.0.
TMoapo6Hsie CBe/IEHNA 06 YCTAHOBNEHHOM CUCTEME AOCTYNHEI:
* B KOMaH[HOW CTPOKe:
% alteratorctl systeminfo

* B rpathuueckom pexume B Llentpe ¥Ynpasnenun Cuctemoii:

epazgene «Cuctemas — «O cucTemer — BrNaaka «MHMopMaLna o AWCTPUEYTHRE:

JokyMeHTauuaA
r o)

CeoGofjHkle NporpaMmil AnA cBoGofgHLIX Nogei.
© 000 "BA3ANLT CMNO™ 2016-2025. Bee npaBa 3alUMULEHLI.

basealt ru | altlinux.org

baseﬁr

alt’}"“ -CHDEBKE - _O 3aBepwmis

YCTaHOBKa 3aBepLueHa

YctaHoBKa OC AnbT Pa6bo4yas cTaHUUSA

- Ob6bsCHeHMe OTNInYMKM NMpoLecca yctaHoBkM AnbT PC ot AnbT CepBep

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

3arpyskKa yctaHoBLMKa (BIOS-cuctema)

Jarpyzka c HECTKOrO AMCKAa
LiveCD

LiveCD c nogaEpRKOM CEAHCOB
CnacateneHeid LiveCD

Change language (press FZ2)

TecT NaMATH

lna zanycka CMCTEMB BEIBEPHMTE NUHKT MeHWw W HaxMMIe Enter.
Ina pegaxTMpoBaHMda MeHw HawmmTe E. [lna smxopa - Esc.

BapwmaHTbl 3arpy3skm yCTaHoBLUMKA cUCTeMbl AnbT PC
LiveCD

LiveCD c noaaep)>XKou ceaHCoOB

CnacaTtenbHbiu LiveCD

NHCTPYKLMM MO BOCCTaHOBEHWIO
o https://www.altlinux.org/Rescue
TecT namMaTun

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

3arpyska ycraHoBwuMKa (UEFI-cuctema)

LiveCD

LiveCD c nogpep®xod CEaHCOE

CnacareneHbid LiveCD

Change language (press FZ2)

Tect namaT (MOHET He paboTate B pexMMe Secure Boot)
O6onoqyka UEFI (MoxeTr He paboTartk E pexuMe Secure Boot)

MapameTrpsl muxkponporpammel UEFI

BapuaHTbl 3arpy3Kun yctaHoBLUMKa cucteMbl Anbt PC

4/13 Bbl60p A0MONHUTENbHbIX NPUNOXKEHUN

4/13: BeiGop AONONAHUTeNbHLIX NPUAOKeHWIA A{IbT
Pabto4an CTaHUwmA

JononHUTENEHBIE TPVADKEHWRA: BhifpaHHan rpynna cofepxuT

B ogue gnome-boxes
B WHTepHet/ceTh gemu-system
B MynsTame gua
TPYNNoBLIe NOAUTVKA
BupTtyanmsauns
3anyck nporpamm Windows/DOS

KnueHT-cepeep BrpTyannzaumn (QEMUKVIM)
Apyroe
CAINP (FreeCAD)
3patensckan cuctema (Scribus)
CTopoHHee NO
KnnewTel cepancos

[ = ] @coper |
Bbl60p AOMNONHUTENBbHbIX MPUIOXKEHWI

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AkagemMmays, 2025



Moaynb 1 27

YctaHoBka OC “Anbt”

5/13 MoaroroBKa AMCKa

AnbT
5/13: NoaroToBKa AMUCKa
Pabo4adq cTaHuMs

BeifiepyiTe rpyniki AACKOB ANA MCNONE3 ok HocTynHele gnckn

v vda[] 0MB 1250 GB ceobofHo

BrifepuTe npoduik

o ¢
VeTaHoeka paGouel craHumm (BtrFS) [ Tpebyetca 18 GB ]
BpyuHyro

MapameTpel
. QUNETUTE BolBpaHHsIE JUCKU Nepe/ NPUMEHEHWEM NPOGUNR

¥ MpeanoXuTe cenaTs MOW M3MEHEHNA NOCNe NPUMeHeHNA Npoduraa

= - | @cuoasec |
NogrotoBka Ancka yctaHoBLmkoM OC Anbt PC

lMpogunp “YcraHoBka paboyesi ctaHynm”

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

5/13: NoaroToBKa AMcKa A{IbT
Pabouqas cTaHuma

Wma Paamep [ceofiogHo] ®alnoBan cicTemMa  TOYKAa MOHTMPOBAHWA  ONUWW MOHTUPOBaHKMA
BtrFS
~ Disks
- @ vda  50GB
[} wdal 7837 MB [7837 MB] ~ SWAPFS
[} vda2 42 GB [42 GB] Ext4 relatime
» @ vdb  20GB
IM5M
Lvm
RAID

= - | @ Crpocr |
NogrotoBka Amncka ycraHoBLmkoM OC Anbt PC
KopHeBou pasaen (ext4)

SWAP-pa3gen

lMpogunp “YcraHoBka paboyesi ctaHynm (BTRFS)”
Pasoen BTRFS
° noATOM @
> noaToM @home

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “Anbt”

29

AnbT
5/13: NoaroToBKa AMUCKa
Pab6o4aq cTaHuma

Wma Pazmep [ceobogHo] @aiinoead cacTema  TOUKa MOHTUPOBAHWA  ONUWKA MOHTUPOBAHNR
~ BtrFs
42 GB [42 GB] BtrFS
/

50GB
[Yvdal 7837MB[7837MB] _“ SWAPFS
[V vda2 42 GB[42GB] BHrFS

= ] @copaer |
MNoarotoBKa Ancka yctaHoBLMKoM OC AnbT PC ¢ BTRFS-npodunem

HaCTpOﬁKa CnNCTeMbl nocrsie yCtTaHOBKMU

MonyyeHue nHdopMauum o cuctemMe

Moapo6Hble cBeaeHWsa 06 YCTaHOBMEHHOW cUcTeMe

$ alteratorctl systeminfo

Host: plisrveil

Name: ALT Server 11.0 (Mendelevium)

Arch: x86_64

Branch: pi11

Kernel: 6.12.24-6.12-alt1

CPU: Intel(R) Core(TM) 1i5-7300HQ CPU (2) 2495Hz
GPU: VMware SVGA II Adapter

Memory: 4091072512

Drive: 65498250240

Monitor: Virtual-1 1280x800,

Motherboard: Oracle Corporation VirtualBox 1.2
Locales: ru_RU.UTF-8

Desktop environments: GNOME

LleHTp YnpaBneHna CucreMmomn
o Cucrema -> O cucteme -> UHbpopmauma o aucTpmbyTmnee

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AKagemmnsar», 2025
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YctaHoBka OC “Anbt”

Mony4yeHMe NOTHOMOUYM aAMUHUCTpAaTopa (nepexon B peXXmm
cynepnosnb3oBaTens)

PaboTa B cMCTeMe Mo onepaTopCKOM YYeTHOM 3anmucbio

Q sysadmin@p11srv01: fhome/sysadmin =

id
uid=1000| sysadmin) gid=1800(sysadmin) rpynnuoi=1800(sysadmin),1®(wheel), 14 (uucp),1
9(prec),22(cdrom),36(vmusers),71(floppy),8@(cdwriter),81(audio),83(radio),1@@(us
ers),94@ (usershares),943(camera),951(fuse), 960 (xgrp),961(scanner),986(video)

OnepaTtopckad Y3

1. 3anyCcK KOMaHOHOro MHTepnpeTaTopa Mo Y4ETHOM 3aMnUCbhIo
cynepnofib3oBaTesisg C MOMOLLbIO YTUNUTbI SU

$ su -

Q root@p11srv01: froot =

id
uid=1000(sysadmin) gid=100@(sysadmin) rpynnu=1000(sysadmin),1®(wheel), 14 (uucp),1
9(proc),22(cdrom),36(vmusers),71(Tloppy),88 (cdwriter),81(audio),83(radio),10@(us
ers),94@ (usershares),943(camera),951(fuse), 960 (xgrp),961(scanner),986(video)

su -

Password:

id
uid=0@(root) gid=@(root) rpynnu=@(root),l(bin),2(daemon),3(sys),4(adm),6(disk), 1@
(wheel),19(proc)

Y3 cynepronb3oBaTend

2. Permncrtpauma B cuctemMe nof y4eTHOM 3afmnCbio Ccynepnofib3oBaTens B
KOHCO/TbHOM peXxmnme
Ctri+Alt+F2
Bxon nog Y3 root

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AKagemmnsar», 2025
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YctaHoBka OC “Anbt”

NCTOUHMKM OOMONHUTENbHON MHPOPMaL MM

https://docs.altlinux.org/ru-RU/alt-server/11.0/html/alt-server/admin-

basics—sumode—-chapter.ntml

https://www.altlinux.org/Su

https://www.altlinux.org/[onyyeHumne_npaB_root

O6HOBIEeHNEe CUCTEMbI A0 aKTyaJIbHOIro COoCtodHuUsA

BblnonHeHe 06HOBMEHUSA CUCTEMDI (B peXXMMe Cyrnepnosib3oBaTens)

H o H O H I

apt-get update
apt-get dist-upgrade
update-kernel
apt-get clean
apt-get autoremove

MICTOUYHUKIM JONONHUTENbHOM MHPOPMaLLUK

Mongyrib 2. YcraHoBka /7,014/70)7‘(9HMV7 v O6HOB/IEHNE CHUCTEMBbI

LleHTp ynpaBneHusa cucremou (LLYC)

LleHTp ynpasneHua cucrtemom (LLYC, alterator)

NHTepdencol LLYC

rpadpunyeckmm nHTepdenc
BeO-MHTEepdpenc
KOHCOSbHbIN MHTepdenc (alteratorctl)

Fpadpuueckmum nHtepopemnc LLyC

Alterator Ha D-Bus

A/IbTEPHATUBHAESA peasin3aLina Alterator, OCHOBaHHaA Ha
B3aMMOAEUCTBUMN MOLYIIEM U LUHHbI D-BUS. 3arycKkaeTcs ro-
YMOIHaH IO

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AKagemmnsar», 2025
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YctaHoBka OC “Anbt”

LeHTp ynpaBneHnsa cMcTeMoi x

cDEHOBMTb eﬂepermloq WTbCA Ha CTapyH BEPCUID @Cnpaﬂua

pynnosble nonuTukk  [ata v epema  3arpysumk Grub  WMHdopmauwa o gucTpubyTuee
JlnueHsmoHHblM goropop O cucTeme  ObHoBReHWe CMCTeMbl  CeTeBble KaTanoru

CucTteMHble ypHanel CUcTeMHble CNy:bbl  YNpaeneHue Knwoyamm S50

0§ i Monb3oBaTenu

AOMUHACTpaTOp cucTeMel  AyTeHTuduKauma KcnonesosaHWe oMcKa  JIoKanbHble YYETHBIE 3aMWCK

Q CeTb

Ethernet-untepdeicel  OpenVPMN-coeguHeHua PPPoE-coeguHenua  PPTP-coenuHeHus

u Mpadunuecknii nHTepdeiic

Owucnnei

w KoMMNoHeHTbI 1 NpUoXXeHna

APT RPM Repc YnpaeneHwe KOMNOHeHTaMW

w NMporpammHoe o6ecneyeHne

YCTaHOBKa Nporpamm

Alterator Ha D-Bus
MepeKnounTbCca Ha CTapylo BEPCUIo

Alterator legacy

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025
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YctaHoBka OC “Anbt”

LeHTp ynpaBneHus cucTeMOoi x

O [2 Pesum sxcriepTa | X Bixog ./ Cnpaska

E Cucrema

lata v epema  CWcTeMHble xypHansl  CuctemHble cnyxbel  OBHoBneHwe cncTemel  MHbopMauma o ancTpubyTuee

Ipynnossie nonwTukM  CeTeBkle katanork  3arpy3umk Grub  MIMUEH3IVMOHHEIR JoroBop  YNpaBneHue KnoyaMm SSL

-‘ MporpaMmmHoe o6ecneueHne

YCTaHOBKa NporpaMm

= A Tonb30BaTenu

)

HMcnonk3oBaHWe Jcka  AJMUHWCTPATOR CUCTEMBI A)'TEHTHqJI.-"IKaLI,IdH JNokankHble YUETHRIE 2anKC

@ CeTb

Ethernet-uHtepdeicsl PPTP-cogMHEHWA PPPOE-COBAMHEHWA OpenVPN-coedUHeHMA

m Ipaduueckmnii nHTepdeiic

Jwncnnei

Alterator Ha Legacy
Pe)XxuM akcnepTa

Sanyck L|YC
3anyck B rpadpumyeckomn cpege GNOME MeHilo GNOME -> HacTpounku ->
LleHTp ynpaBneHusa cucteMom

3anycK KHOMOKOM Ha NaHenu 3agad

8 e E a P (O en Cpl6anpenn 20:59 &% € B
3anyck Alterator Ha D-Bus
N3 KOMMaHOHOW CTPOKKM, KOMaHOOM acc

# acc

# acc-legacy

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025
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YctaHoBka OC “AnbT’

Be6-uHtepdeunc LLYC

34

v | & 127.0.0.1:8080 x| +

< c © Hesawmuero ktps://127.0.0.1:8080

HacTpoiika | ‘ Cnpaeka | | BhliiTn

Cuctema

Jomex

LleHTp ynpaBneHus cucTemoii

Data v spems
CHCTEMHBIE RYDHANS!
CUCTEMHBIE CRYXEb!
OBHOBNEHWE CHCTEMBI
Be6-uHTepheiic
TPyNnoBkIe NOAUTHKA
3arpy3unk Grub
BhIKTIUEHHE KOMMBIOTEPE
Ynpaenexue kniuamn SSL

Cepeepbi
-

DHCP-cepeep
Cepeep 06HOBNEHMI
DNS-cepeep

Monwsoearenu
Mcnons3osaxie gucka
ALMUHUCTPATOP CHCTEMS!
AyTeHTUHNKELMA
JokansHble YUETHLIE 3annch

Cems

Ethernet-uitepdeiics
PPTP-coegvHeHNnA
PPPoE-coeauHeHns
OpenVPN-coeguHeHnsa

Web-nHtepdenc LLYC

I
)e

Beb-nHTepdemnc LLYC bynet goctyneH B OC Anbt CepBep, eCnum npu
YCTaHOBKE CUCTEMbI Bbl/IM BbIGpPaHbl FPYyMNMnbl MPUTOXEH I
o Moppepxka rpadpuueckomn noacucrembol (GNOME) mnum
o MopAaep)xKa ynpaBneHus vyepes web-uHteppemnc.

# alteratorctl components status alterator-legacy-web

KomnoHeHT: Web-uHTepdelic - AnbTepaTtop (legacy)

KaTeropusa: AnbTepatop (legacy)

CTaTyc: He ycTaHOB/EH

Cnucok nakeToB, BXOAAWWX B KOMMOHEHT:

[ 1 alterator-fbi

# alteratorctl components install alterator-legacy-web

# systemctl enable --now ahttpd

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2

«AnbT AKagemmnsar», 2025
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YctaHoBka OC “Anbt”

https://127.0.0.1:8080

KHonka HacTponka

OCHOBHOM peXXuUM

Pe)XXuM akcnepTa

KoHconbHbi uHTepdenc LLYC (alteratorctl)

$ alteratorctl -m
manager

editions
components

diag

packages
systeminfo

$ alteratorctl <umsa_mogyna> -h

$ alteratorctl <uma_moayna> <komaHfa_MoAynsa>

Oo6asneHne mopynen LLYC

# rpm -qa | grep alterator*

# apt-cache search alterator?*

# apt-get install alterator-net-openvpn
# apt-get remove alterator-net-openvpn

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025
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YctaHoBka OC “Anbt”

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025
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Moaynb 2 37

YnpaBneHne nporpaMMHbIM obecrneyeHmem

Moaynb 2 YnpasrsieHMe nporpaMmmMHbIM obecrieyeHuem

KoMMNoHeHTHasa Moaenb NpPoAYyKTOB

g OncTpnbyTnB (YCTaHOBOYHbIN 06pas)

I Y @ ™

YpoBeHb NMUEH3MPOBAHUA

Pepakuwna 1/ Mpoayxr 1 Pepakuwsa 2 / MpoaykT 2

# alteratorctl editions

- J . J

BazoBke OcHoBHEIE Opyrue Bazoekie OcHOBHEIe Opyrue
KOMMOHEHTLI KOMMOHEHTLI KOMMOHEHTI KOMMOHEHTE! KOMMOHEHTLI KOMMOHEHTE!

BYHKUMOHANBHBIE MOACMCTEMbI

# alteratorctl components

T LH3HOUWDY
3 LHBHOLWOY
7 LHaHOLMOY
WA LHaHOUWOY
I LHBHOUWO)
d LHBHOUWOY
T LHSHOUMDY
3| LHBHOLWOY
7 LHBHOLNOY
Al LH3HOLMOY
N LHBHOUWOY
d LHBHOUWOY

:

MakeTbl penozntopus Sisyphus
(cTabuneHan BeTKa)

naxket nakert naket naket naket
naker naket naket naket naket nakeT
naket naker nakert nakert naket nakert naket nNakeT naket nakeT nakeT naket naket naket nNakeT nakeT

N /

KoMmnoHeHTHaa Moaenb NpPoOyKTOB

MakeTbl

Npeqa nakeTa
MakeT

Bepcua n 3aBUCUMOCTU NaKeTa

Bepcusa nakeTa

3aBUCUMOCTMU NakKeTa

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025
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YnpaBneHne nporpaMMHbIM obecrneyeHmem

B3anMo3aMeHAeMOCTb NaKeToB

name-version-release.arch.rpm

whois-5.5.0-alt1.x86_64.rpm

MakeTbl - 3a4€eM HY)XXHO

YnpolleHue pacnpocTpaHeHma MO ¢ y4eToM 3aBUCUMOCTEN

ABTOMaTM3auUMA yCTaHOBKKM 10

[NpoBepKa LLeNOCTHOCTU CUCTEMBI

MpoBepKa MCTOYHMKOB pacrnpocTpaHeHunsa MO

Pa6oTa ¢ naketamMm npuv nomowm RPM

MeHep)Kep NakeToB

OrpaHquHMq MeHeO)XXepa NMakKeToB

MeHeoykepbl MaKeToOB OKa3aNMcb HECMOCO6HbI 3DDEKTUBHO YCTPaHUTD
HapyLLleHWsa LefoCTHOCTU CUCTEMbI U MPedoTBPaTUTb BCE KOMMIU3UM NpU
YCTaHOBKe UKW yaaneHmm nporpaMm. OCo6eHHO OCTPO 3TOT He4OCTaTOK
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YnpaBneHne nporpaMMHbIM obecrneyeHmem

CKa3ancs Ha OOHOBMEHUU CUCTEM U3 LLEHTPANIM30BAHHOMO PEMNO3UTOPUS,
B KOTOPOM MaKeTbl HEMPEPbIBHO OOHOBAAKOTCS, APOOATCA Ha 6bonee
MefiKMe U1 T.M. IMEHHO 3TOT HeOCTaTOK CTUMY/IMPOBAST CO34aHMe CUCTEM
yrnpassieHUs1 NporpaMMHbIMU NaKeTaMU U noaaepXKaHus
uenoctHoctu OC.

Ncnonb3oBaHMe MeHeO>XXePOB NMNaKeToB

YTunuta RPM
rom(8)

/var/lib/rpm

Ba3a c MHbopMaLumen 06 yCTaHOBMEHHbIX MaKeTax B cuctemMe

$ rpm -Uvh bash-4.1.2-8.el6.x86_64.rpm

YTunuta RPM: 3anpochbl

-q

-ga

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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ynpaBneHmenporpaMMHbm406ecnequmeM

- -qi
- -gp
- =V
# rpm -q bash
# rpm -qf /bin/bash
# rpm -ql bash
# rpm -qa | grep bash
# rpm -qi bash
# rpm -gqpi bash-4.1.2-8.e16.x86_64.rpm
# rpm -V bash

CucrtemMa ynpasneHnd nporpaMMHbBIMUA NMNaKeTaMU

APT (Advanced Packaging Tool)

YcoBepLeHCTBOBaHHAaA CUCTEMA YN PaB/€HUs NPOorpaMMHbIMU
naketamu APT (Advanced Packaging Tool)

EE—————s—

Peno3suTtopun NO

———Ssssee——

APT B OC AnbT

o PaboTaeT moBepx rpm

o LLUTaTHbIM MHCTPYMEHT YyCTaHOBKM 1O

o Mcnonb3yeT B paboTe peno3ntopumm (penosmtopumm MO) n 6asy
YCTaHOB/IEHHbIX MAKETOB

Ba3a ycTaHOBJ/IEHHbIX NAaKeTOB

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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APT oTCneXmBaeT Le/TOCTHOCTb YCTaHOBIEHHOM CUCTEMDI U, B Cllydae
O6HapPY)KeHa NPOTUBOPEUNM B 3aBUCMMOCTAX MaKeToB, pa3peLlaeT
KOH®MUKTbI, HAXOAUT MYTU UX KOPPEKTHOMO YCTPAaHEHUA, PYKOBOACTBYACH
CBEOEHMNAMU N3 BHELLIHUNX PEMNO3UTOPUEB.

KomaHabl APT
apt-get(8)

apt-cache(8)

apt-shell(8)

MCcTOUYHUKM nporpamMMm (penosmtopum)

MoaKno4YeHHbIN peno3nTopmumn

MoaknioyeHne HeCKONbKUX Ppeno3uTopmues

CoBMeCTUMOCTb NOAK/IIOYEHHbIX peno3nuTopues

/etc/apt/sources. list
/etc/apt/sources.list.d/*.list

CMHTaKCKMC onncaHms pernosnTopmnenB

rpm [nognucb] MeToa:NyTb 6a3a Ha3BaHue
rpm-src [nognucb] MeToA:NyTb 6a3a Ha3BaHue
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rpm

pE——ssebGess——

rpm-src

—_— |

noanucb

Heoba3aresibHas CTPOKa-yKa3aTe/lb Ha 3/1EKTPOHHYHO MMOAMUCH
pPa3paboTHUKOB

OnuncaHme 3MeKTPOHHbIX Noanmcen

/etc/apt/vendor. list I

MeTon

Crioco6 4ocCTyra K perno3mTopmo

Cnocobbl 4oCcTyna K peno3nTopuam
o ftp, http, file, rsh, ssh, cdrom, copy;
nyTb

—————————————

6a3a

EE—————m————

Ha3BaHue

rpm [p11] http://ftp.altlinux.org/pub/distributions/ALTLinux
pll/branch/x86_64 classic gostcrypto

rpm [p11] http://ftp.altlinux.org/pub/distributions/ALTLinux
pll/branch/x86_64-i586 classic

rpm [p11] http://ftp.altlinux.org/pub/distributions/ALTLinux
plil/branch/noarch classic
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YnpaBneHue peno3nTopuaMm cpeacrtsamm apt-repo

YTnnmnta apt-repo

# apt-repo

# apt-repo rm penosutopuii

# apt-repo rm all

# apt-repo add penosuTopuii

# apt-repo rm all
# apt-repo add pi11

# apt repo rm all
# apt-repo add sisyphus

# apt-repo set penosuTopwuii

# apt-repo update

Perniosuropuii Ha ISO (CD/DVD)

# mkdir /media/ALTLinux

# mount /dev/HocuTenb /media/ALTLinux

$ apt-cdrom -m add

rpm cdrom: [ALT Server 11.0 x86_64 build 2025-03-19]/ ALTLinux main

Mouck nakeToB - apt-cache
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$ apt-cache search nogcTtpoka

$ apt-cache search texlive

texlive - The TeX formatting system

texworks - A simple IDE for authoring TeX documents

perl-Source-Package - Source-Package - Perl extension for converting SRPM and
spec files

perl-Source-Repository - Source-Repository - Perl extension for converting
SRPM and spec files

perl-Source-Repository-Mass - Source-Repository-Mass - Perl extension for
converting SRPM and spec files

texlive-collection-basic - TeX Live essential package

texlive-context - Tex Live ConTeXt Package

texlive-dist - TeX Live distribution package

texlive-fonts-asian - TeX Live extra fonts for Asian languages
texlive-fonts-sources - TeX Live font sources

texlive-fontsextra - TeX Live extra fonts

texlive-texmf - The TeX formatting system

texmf-latex-obsolete - Collection of obsolete LaTeX packages, kept for
compatibility with old documents

$ apt-cache show texworks

Mcnonb3oBaHue apt-get

# apt-get update

# apt-get install [-y] <package>

# apt-get remove [-y] <package>

# apt-get [-y] dist-upgrade

# apt-get autoremove

# apt-get clean
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NMpuMepbl ucnonb3oBaHUA apt-get

# apt-get update && apt-get -y dist-upgrade

# apt-get update && apt-get -y dist-upgrade

# apt-get update && apt-get -y install gimp blender

# apt-get autoremove
# apt-get clean

AnbtT KOMNOHEHTLbI

Anbt KoMnoHeHThbI (alt-components)

KOMMOHEeHTbI

AnbT KOMMOHEHTbI MOXXHO 3anyCTUTb CleayowmMMmM crnocobamm:

° 13 UYC: Mmogynb YnpaBneHue KOMMOHEeHTaMM 13 pa3fena
KoMMOHEeHTbl U NPUNOXKEHMUS;

° M3 KOMaHOHOW CTPOKM: KOMaHOoM alt-components.
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AnbT KoMnoHeHTbI X
®ain  Bua  MHCTpyMmeHThl  [ToMollb
Nonck... OnucaHne: MakeTsl:
- =] v docs-alt-server
® B2 fowymenTaLit KoMnoHeHT alt-server-docs

& [okymeHTauma AnbT Pabouad cTaHu. ..
[okyMeHTauua Ansa npoaykta Anst Cepsep.
v & OoxymenTaums gna agpa
+ B T UndpacTpyKTypHbIE pelieHna
~ @ B2 NepudpepuitHbie ycTpoiicTsa
+ @ ¥ MucTpymenTsl ans USB-ycTpoicTs
* ¥ NoncucTema annapaTHbix TokeHoB
¢ "7 NoncucTema nevaty
4 "7 NopcucTema ckaknpoBaHna
B 7 Npunoxerus
B 77 Cucrema
b BT ArenTol
+ B 77 BesonacHocTb
» @ T3 Mpachmueckan nogcncTeMa
4 ¥7 marnocTyueckue MHCTPYMEHTS
+ B 7 3arpyska
¢+ B 77 MHCTpyMeHTEl yripaBneHua ceTbio
¢+ B 77 OcHOBHbIE CUCTEMHBIE MOTYNH
» @ Ceresas nopcucrema
+ @ ¥ CumxpoHU3aLMs BpeMeHi
b v BT Cuctemmble ciybl
+ B 77 CucTeMHble yTMANTHI
+ B 7 YnpasneHue 6ecnpoBogHbIMK yYCTP. ..
+ @ ¥7 YnpasneHue 61ouHbIMM YCTPOIACTEA. .
+ @ 7 YnpaeneHue mynsTumenua
¢+ B T YTUAMTH apxvBaLmMn
v v BT daiinosaa nopcucTeMa
v v B Anpo v Moaynu
3 ¥ Cpenctsa paspaboTiu
¢ 7 Cpeabl ncnonHenna

Bcero HaiaeHo KOMMOHEHTOB: 383 CopocuTh | |[pUMEHUTL

ANbT KOMMNOHEHTbI

Moaynb components LLYC

# alteratorctl components

# alteratorctl components -1 -1

# alteratorctl components -1 -r

# alteratorctl components description screen

# alteratorctl components install screen

# alteratorctl components remove screen

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmays, 2025



Moaynb 2 47

YnpaBneHne nporpaMMHbIM obecrneyeHmem

LLeHTp NpunoXXxeHnmn

LleHTp NpUno)xeHun

LIeHTP NpUNoXeHnin

Peno3sutopuu NO

MCTOUYHUKM NPUNOXKEHUN

°  peno3utopuu APT

o Flatpak (oonykHa 6bITb BKIOYEHa noaaep»xKa)
MeHio -> Penosutopum NO

(o] @ 0630 I\ Yeranosneno {,QOGuoan eHus
P

i
x

Penosutopun MO X

Mpunorxkerun (Flatpak)

Flathub

MakeTwl (MNakeT)

ALT Linux P11 branch noarch (classic)

a Te ALT Linux P11 branch noarch (classic) (:) -
ALT Linux P11 branch noarch (classic)
; ) aboTHa

ALT Linux P11 branch x86_64 (classic)

Boibop pepakummu
(]
Warp Mpoeugey, Pecypcel
BsicTpan u besonacHan @ 3apasaiiTe Bonpock, OTcnexuBaiiTe CUCTEMHBIE
nepepnava dainos nenyyaiTe NpeacKazaHua e/ pecypeni
[ -

LleHTp npunoxXeHunm: MICTOUHMUKKM NMPUIOXKEHUI
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YnpaBfieHne NporpaMMHbIM obecrneyeHmem

YcTtaHoBKa/yaaneHue NnpuioXXeHumn

Q ® 0630p I\ Ycranoeneno L!'OEuosneHun = & @ (=

P4 Teopuecreo [ pasora

A MozHaHue E| PaspaboTtka

Bknagka “O630p" - OCTyMHble MPUIOXKEeHNA
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YnpaBneHne nporpaMMHbIM obecrneyeHmem

Q @ O630p I\ Ycrawoenero  £P06HoBneHMS

Mpunoxenus
‘ ] E?(_ter:’s_mn Manager Ynanutb...
o
) :
; File Roller Y,
_] et DanuTb...
S -ﬂ”f“” Ypanutb...
E ,[Eo_k:weHTbl Ypanuts...
} 173ME
‘_ 'D'?h_' HacTpoikn GNOME Yaanuts...

4 MB

Bknagka “YcTaHOBNEHO" - yCTaHOBMEHHbIE MPUITOXKEHUS

O6HOBNEeHUe cucTembl

Mpw HanUYMM 06HOBMEHMIN YCTAaHOBIEHHbIX MPUOXEHMIN PAOOM C
KHOMKOM OGHOBNEHUA NosBNgdeTCa MHOMKATOP OBHOBNEHNS
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YnpaBneHne nporpaMMHbIM obecrneyeHmem

- MH, 30 nioHa 18:25 (] en S 00

]
x

® 0630p I\ Yerawosnewo  S2OBHOBReHMS

TpebyeTtca nepesanyck MepesanycTnTb M 06HOBUTS. ..

OB6HOBNEHWA CUCTEMBI

Q

LibreOffice Base

6 Xwayland

base AnbT Pabouas cTaduus K - ceefeHua

[({(]
2]

JokyMeHThl

@ HacTpoiika NVIDIA

R
u )| Cnpaska
Bknagka “O6HoBneHMa” - ctaTyc O6HOBMEHUS MPOrpaMMHOro obecrneyeHma
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AnbT
Pabouyada cTaHuMg

3aBeplleHo 61%

YcTaHoeka obHoOBAEHWMN. ..

He BLIKNK4Y3ATE KOMMOLKTER

YcTaHOBKa o6HoBNeHUM cpeactBamMm PackageKit
MeHio -> NapamMeTpbl -> O6HoBNeHusa MO

o ABTOMaTUYECKM
°  Bpy4Hyl0

O6HoBNeHue aapa OC Anbt

O6HoBneHue aapa OC B KOHCONM

# update-kernel

# remove-old-kernels

[ToapobHee - CM. https://www.altlinux.org/O6HoBneHve_anpa

O6HoBNneHue aapa OC B LLYC

# apt-get install alterator-update-kernel

LYC -> Cucrtema -> O6HOBNeHue agpa
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YnpaBneHne nporpaMMHbIM obecrneyeHmem

LleHTp ynpaBneHWa cUcTeMOi X

i=rnasHan W Pexuam skcnepta A Bixop ® cnpaska

Penus zarpyxeHHoro aapa: 6.12.21-6.12-alt1 Agpo 3arpyxaemoe Mo yMondaHui:

6.12.21-6.12-alt1
Twn 3arpyxeHHoro Aapa (flavour): 6.12

Bepouvna 3arpyxeHHoro agpa: 6.12.21

YCTaHOBNEHHEIS MOAYNK
YCTaHOBNEHHKIE AApa: | 6.12-6.12.21-alt1 = i

drm
CAEnaTh AP0 3arpyXaemMbiM N0 yMONHaHNID staging
nvidia
3ameyaHue: rtl8a12au
UTobkl clenaTh AAPO 3arPyKaeMbIM M0 YMONUAHIG, BhiBapHTE Kenaemyk Bepcuo
B CMIMCKE BbILUE M HAKMUTE KHOMKY 'CAenars AAP0 3arpyKaeMsIm Mo yMonuaHmi'.
MepezarpyavTe KOMNbIITER, YTODLI 3arPY3UTLCA C BRIBpaHHLIM ALPOM.
OBHOBMTE AAPO... YAanuTs Moayns

3ameuyaHue:

Yrobbl YCTaHOBWTE MOAYW WK 0OHOBUTE AAPO, HaXMUTE KHOMNKY "0BHOBUTE Agpo’
(4TOBEI YCTEHOBWTL MOAYAW HYXHA NOCAEAHAR BEPCUA AAPa).

370 notpebyeT 0BHOBNEHWA CNWCKa NAKETOB JOCTYMHEIX B PENO3UTOPUM

1 MOXET 33HATL HEKOTOPOE BPEMA (33BMCUT OT CKOPOCTH MHTEPHETE).

Mopaynb O6HoBMeHMe aapa

[TonpobHee
o https://www.altlinux.org/Alterator-update-kernel

YcTaHOBKa npunoXxeHum cpeacresamum flatpak

O flatpak
- Flatpak

- flathub

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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lMonpo6Hee - CMm. https://www.altlinux.org/Flatpak

YctaHoBkKa flatpack

# apt-get install flatpak flatpak-repo-flathub

# gpasswd -a USER fuse

Pa6oTa c penosutopusMm

$ flatpak remotes

$ flatpak remote-add name_repository url
$ flatpak remote-delete name_repository

name_repository

—_— |

url

$ flatpak remote-add flathub https://flathub.org/repo/flathub.flatpakrepo

$ flatpak update

Pa6oTa ¢ nakeTaMu NpPUNOXKEeHUN

$ flatpak search name_package

$ flatpak remote-1ls name_repository

$ flatpak install name_repository name_package
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$ flatpak list

$ flatpak update name_package

$ flatpak uninstall name_package

$ flatpak run appname

Moaynb 3 3arpys3ka OC “Anbt”

dTanbl 3arpy3kKum cuctembl

CTaaum npouecca HadyaNbHOM 3arpy3Ku
BIOS (Basic Input/Output System)

UEFI (Unified Extensible Firmware Interface)
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3arpy3ka OC “Anbt”

BIOS-cHCTeMbl UEFI-cucTeMsl
Kog BIOS (N3Y) ‘ Kog UEFI (M3Y) ‘ Kog nz M3Y Ha CUCTEMHON NNATe HAYNHAET
BRIMOAHATECA NPKW NOLAYE MWTAHWA HA Npoueccop
v . ) ¥

Kog sarpyaunka B
MBR

L N A

BLINOMHAST DGHAPYHEHNE N 3ANYCK

EFl-zarpyzunk -
NOAHOWEHHOTO 3ArPY3IUMKA ONePaUMOHHOR CMCTEME

OTobpa¥aeT 3Arpy20UHOEe MEHID,

RUPREMEGRAES ‘ IArpy#aet Aapo Linux W initramfs. 3anyckaeT Aapo.
Sapo Linux MHAUMaNMINpyeT OCHOBHEIE AAEPHEIE dYHKLMN,

MOHTUpYET initfamfs

|

D&paz initramfs

|

CHUCTEMA MHALKMANWZALKWK SystemD

COAEpRNT HEOBXOOMMBIE ONA AAHHOR CUCTEMB! MOAYIW AOPA.
MOHTHPYET KOPHEBOH PAsAen, 2aMYCKAeT CHCTEMY MHULMANMIALNN.

Mepewld npouece user-space (PID=1). 3anyckasT CepBNC-KIHNTI.
JanyckaeT BUPTYaNbHbIE TEPMWUHANL! W rpadMUeCcKyo 0Gonouky

CTagum npoLecca HadanbHOW 3arpy3Km
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CxeMbl pa3bueHua anckKa

Master boot record (MBR)

Master Boot Code (446 Gaiir) ;| TycTeie cexTopa Nel - Ne2047

g MepBWuHbIi pasaen 1 (Partition 1)
' Idevisdal

Master Partition Entry (16 6aiT)

i MeperuHLIi pazgen 2 (Partition 2)

Master Partition Entry (16 6aiT) ! Idevisda2

Master Partition Entry (16 6aiT) i

MepenuHbli pasgen 3 (Partition 3)
Idevisda3

Master Partition Entry (16 6aiT) ."

PaCLUMPEHHEIR pazaen
(Extended Partition) Idevisdad

0x55AA (2 GaiiTa) :

Idevisdas

Partition Entry - Norvuecknid guck 2 (Logical Disk 2)
3anuce TAGMWUE paznenos Idevisdat
(16 GaiT) |

®nar (1) Konew CHS (3) | Hawano LBA(4) | Pasmep(d)

Hauano CHS(3) | Tun(l)

PazbuneHHume gnucka MBR
MBR (Master Boot Record)

Norvuecknil guck 1 (Logical Disk 1)

¥
¥
T

56

H Volume Boot Code (446 6aiT)

Volume Partition Entry (16 Gaiit)

Volume Partition Entry (16 6aiiT)

Volume Partition Entry (16 6aiiT)

Volume Partition Entry (16 6aiiT)

0x55AA (2 GaitTa)

LBAO Protective MBR PPt
LBA 1
Primary GPT Primary GPT Header
LBA 33 y y LBA 1
LBA 34 . » \
MepBuuHbIi pasgen 1 (Partition 1) |\ e T
Idevisdal ‘\‘ Entry 1 (128 6aunT)
Entry 2 (128 6aliiT)
MepBuYHLIf pa3gen 2 (Partition 2) ‘\ Entry 3 (128 6aiiT) LBA 2
Idevisda2 Entry 4 (128 6aiiT)
LBA 3
OcTaBlumrecs pasgesibl
Entries 5-128
Secondary GPT \
i LBA 33

Pa3zbueHHMe gnucka GPT
GPT (GUID Partition Table)
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EE————

loapobHee.
> Mopaynb 7. OpraHu3sauua XxpaHeHUsa AaHHbIX

HavyanbHble 3Tanbl 3arpy3ku BIOS-cuctem

1. Koa BIOS B N3y
1. TecTtupoBaHue obopynoBaHua (POST - Power-On Self Test)

— |

2. OnpefneneHne 3sarpy3o4HoOro ycTpomcraa

— |

3. 3anyckK C 3arpy30o4Horo yCTpoMCTBa NporpaMMbl-3arpy3yumkKa

— |

2. 3arpy3uuk B MBR
MBR - Master Boot record

EE—————

3. 3arpy3uuk GRUB2
GRUB2

1. Stage - boot.img

——————————

2. Stage 1.5 - core.img

E———————

3. Stage 2 - /boot/grub
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58

PasMellueHue core.img Ha guckax ¢ MBR

core.img

# fdisk -1 /dev/sda
90+p:Bo
/dev/sdal *

3arpy304Hblii

Ha4yaso
2048 61439999 61437952 29, 3G

KoHel, CekTopbl Pasmep WaeHTudukaTop Tun

83 Linux

Stage 1
boot.img
446 BaiT

Master Partition Entry (16 6aiiT)

Master Partition Entry (16 GaiiT)

Master Partition Entry (16 6aiAT)

Master Partition Entry (16 6aidT)

0x55AA (2 BaiiTa)

Master boot record (MBR)

Boot Track

MepenuHLin pazgen 1 (Partition 1)
Idevisdal

MepernyHLid pasgen 2 (Partition 2)
Idevisda2

MepenuHkLlil pazgen 3 (Partition 3)
Idevisda3

PaclnpeHHsil pazgen
(Extended Partition) Idevisdad

Norvuyeckuid guck 1 (Logical Disk 1)
Idevisdab

Norvueckuil guck 2 (Logical Disk 2)
Idevisdag

Pa3MelleHme core.img Ha anckax ¢ MBR

PasmMellueHune core.img Ha gauckax ¢ GPT

boot.img

Stage 1.5
core.img
31K6 - 1Ma

Stage 2
Ibootigrub

core.img

Paznen BIOS boot partition - Tvn 4 (fdisk)

GUID=21686148-6449-606 7446565644544
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— Protective MBR ,
ge - ; Stage 1.5
bootimg o Primary GPT s core.img

446 Gair 31K6 - 1M6

MepBnyHeliA pasgen 1 (Partition 1) K
Idevisdal o

BIOS boot partition

Idevisda2 A
Pazpen /boot (wnin i) Stage 2
Idevisda3 Ibootigrub

OCTABWWECA pAZAenb

Secondary GPT

PasMelleHme core.img Ha anckax ¢ GPT
Ha4yanbHble 3Tanbl 3arpy3sku UEFI-cuctem

1. Koa UEFI B MN3Y
1. TecTtupoBaHue obopynoBaHuga (POST - Power-On Self Test)

——een

2. OnpeneneHve 3arpy3o4yHOro yctpomcraea

—————es

3. 3anyckK c 3arpy30o4Horo yCTpoMCcTBa NporpaMMbl-3arpysymkKa

—_— |

2. 3arpy34uK EFI

3arpy3uuk EFl / EFI Loader

/boot/efi/EFI/Boot/bootx64.efi

ESP (EFI System Partition) - Touka MoHTUpoBaHuA /boot/efi
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GUID=C12A7328-F81F-11D2-BA4B-00AGC93EC93B

3. 3arpy3uuk GRUB2
3arpy3unk GRUB2 B Bu1ae EFI-npunoxxeHunsa

/boot/efi/EFI/arch/grubx64.efi I

3aBeplLueHue npouecca 3arpysku OC

/boot/
- vmlinuz
- initrd

4. dapo Linux

vmlinuz

|

1. VMIHMUManmsmpyeT Hanbonee BaXKHble aaepHble GyHKLMN

|

2. MoHTUpyeT o6pas initramfs kak /"

— |

3. 3anyckaeT [sbin/init kak PID=1

— |

5. O6pas initramfs

E—————

make-initrd
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EE—————

llonpobHee
o https://www.altlinux.org/Make-initrd

# make-initrd --kernel=$(uname -r)

make-initrd

— |

--kernel

— |

uname -r

— |

6. Cucrema HMUManmMsaumm
/sbin/init

$ 1s -1 /sbin/init
lrwxrwxrwx 1 root root 22 map 19 18:43 /sbin/init -> ../1lib/systemd/systemd

SystemD

EE——ss—e—e—————

lloapobHee:
> Mopaynb 4. Cucrema nHMumnanusauumm OC “Anbt”

3arpy3uunk GRUB2

Ucnonb3zoBaHue GRUB2

# grub-mkconfig -o /boot/grub/grub.cfg
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grub-mkconfig

pE————————

-o /boot/grub/grub.cfg

# grub-install /dev/sda

grub-install

EE————————

/dev/sda

E———ssse——

KoHdurypauma GRUB2

/boot/grub/grub.cfg

/etc/default/grub

/etc/grub.d/

# grub-mkconfig -o /boot/grub/grub.cfg

CTpykKTypa grub.cfg - 3arpyska Linux

menuentry 'ALT Linux' <params> {
<params>
set root=(hdo,5)
linux /vmlinuz-<version> <params>
initrd /initramfs-<version>

menuentry

—_— |
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set root

——————————

linux/linux16/kernel/linuxefi

—_— |

initrd/initrd16/initrdefi

EE————

CTpykKTtypa grub.cfg - 3arpy3ska Windows

menuentry 'Windows' <params> {
<params>
set root=(hdo,1)
chainloader (hdo,1)+1

menuentry

——sseGess——

set root

EE—Ssee—

chainloader

—_— |

dainbl B KaTtanore /etc/grub.d/

/etc/grub.d/00_header
/etc/grub.d/00_tuned
/etc/grub.d/05_altlinux_theme

/etc/grub.d/10_1linux
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/etc/grub.d/30_os-prober
/etc/grub.d/30_uefi-firmware

/etc/grub.d/40_custom
/etc/grub.d/41_custom

Onuuum /etc/default/grub

3a rpysovyHagd 3anmMcb Nno-yMoI4aHUIo

GRUB_DEFAULT=<ID>

saved

# grub-reboot <ID>

# grub-set-default <ID>

GRUB_TIMEOUT=<SEC>
GRUB_HIDDEN_TIMEOUT=<SEC>
GRUB_HIDDEN_TIMEOUT_QUIET={true|false}

GRUB_CMDLINE_LINUX_DEFAULT=

KoHdurypmposaHue naposibHoum sawmtbl GRUB2

YyeTHagqa 3anucb boot
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AnbT
Paﬁ&:r‘-la?l CTaHuwmaA

8/13: YcTaHOBKa sarpysuymnKa

YCTpoMCTBO:

EFI (cHauana ounctite NVRAM)
EFI (zanpeTiTe 3annce B NVRAM)
EFI (AnR CbEMHEIX YCTpOACTE)

He ycTaHaBNMEaTL 2arpysunk

= Jocee

HacTtpomka GRUB npu yCTaHOBKE CUCTEMbI

# apt-get install alterator-grub

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AkagemMmays, 2025



Moaynb 3 66

3arpy3ka OC “Anbt”

LleHTp ynpaBneHua CHCTEMOR

olMnagHaa ™Pexwum sKkcrnepTa XBeixoAd @CnpaeKa

YcTponcTeo: EFI (pekoMeHAayeMblin) -
Maponb Ha 3arpy34uk (Mmsa nonb3oBaTens: boot)
v YcTaHOBUTb Man cbpocuTe Napoib
4 | (BBepuTe thpasy)

4 | (noBTopuTe chpasy)

YcTaHoBUTE CBpocuThb

HacTtpomka GRUB cpenctBamu LIYC
Ocob6ble pe)XXUMbl 3arpysku

“Mopsiume” KnaBULLU MEHI0 3arpy3Ku CUCTEMbI
e

Esc

“fopsiume” KnaBuULLM B peXXMMe peaaKTUPOBaHUSA d1IeMeHTa MeHIo
Ctrl-X, F10

Ctrl-C, F2
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ESC

TunoBas CTPYKTypa 3arpy304HOro MeHio

- ALT Workstation 11.0

- JononHuTenbHble NapameTpbl ans ALT Workstation 11.0
- ALT Workstation 11.0, vmlinuz
- ALT Workstation 11.0, vmlinuz (recovery mode)
- ALT Workstation 11.0, 6.12.21-6.12-alt1l

- Memtest86+-7.20

MapamMeTpbl aapa

init=<prog>

quiet

panic=<n>

ro

resume={<device>|UUID=. .. |LABEL=...}
root={<device>|UUID=...|LABEL=...|/dev/nfs}

[S|s|single]|1]

splash

kernel-parameters.txt

# uname -r
6.12.21-61012-alt1l
# apt-get install kernel-source-6.12
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# cd /usr/src/kernel/sources

# tar -tf kernel-source-6.12.tar | grep kernel-parameters.txt
kernel-source-6.12/Documentation/admin-guide/kernel-parameters.txt

# tar -xf kernel-source-6.12.tar kernel-source-6.12/Documentation/admin-
guide/kernel-parameters.txt

KoHconb GRUB

grub> help halt

halt

grub> cat /etc/fstab

cat

[etc/fstab

grub> 1s

(hd®@) (hd®,msdos2) (hd@,msdos1)

grub> 1s (hdo,msdos2)

grub> cat (hdo,msdos2)/etc/system-release

grub> set root=(hd0,msdos2)
grub> linux /boot/vmlinuz-4.19.79-std-def-alt1l
grub> initrd /boot/initrd.img
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Grub Customizer

- Grub Customizer

Grub Customizer
®aitn MNpasute Bwo Cnpasxa

gz CoxpaHute [ (€

[pocMoTpeTb HaCTPOMKK OCHOBHBIE HACTPOMKK HacTpoiiki opopMneH1a

& ALT Workstation 11.0

W MyHKT meHio | ckpunT: linux
»— Advanced options for ALT Workstation 11.0

NogMeHws

ALT Workstation 11.0, vmlinuz

MyHKT MeHie | ckpunT: linux

v

e,
@iE

ALT Workstation 11.0, vmlinuz (recovery mode)
MyHKT MeHie | ckpunT: linux

ALT Workstation 11.0, 6.12.21-6.12-alt1
nyHKT MeHte | ckpunT: linux

ALT Workstation 11.0, 6.12

MyHKT meHis | ckpunT: linux

z UEFIFirmware Settings

MyHKT MeHie | ckpunT: uefi-firmware

 Memtest86+-7.20

MyHKT MeHe | CKpUnT: memtest

e
fTce

e,
-

iy
o

e,
I

e
1

Memtest86+-7.20 (may not work with Secure Boot)
NYHKT MeHEe | ckpunT: memtest

b,
e

Hactpomka GRUB cpeanctBamm Grub Customizer
YnpaBneHue napamMeTpamMm aapa Linux

MapaMeTpbl 3arpy3Ku aapa

- YKa3blBakoTCd B MapamMeTpax 3arpy3vmka (GRUB) B
o kernel command line
o HaudmHaetcqa c kernel nnum linux16é

- MoryT 6bITb MU3MEHEHbI

¢ BoccTaHoBuTh

° B MOMEHT 3alrpy3Kum 4yepes3 l/IHTepaKTI/IBHbIVI pexxmm - KoMaHaa e

o HacTpomnkou 3arpy3dmnka OC (GRUB)
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linux /vmlinuz-6.12.21-27-generic root=/dev/sda6 splash noapic

MNapaMeTpbl ONMCaHbl B UCXOoOHWKaxX aapa B danne
o kernel-parameters.txt

HacTtpouka napamMeTpoB paboTbl aapa
[proc/sys

$ sysctl vm.swappiness

60

$ cat /proc/sys/vm/swappiness
60

$ sysctl vm.swappiness=50
$ echo /proc/sys/vm/swappiness
50

YcTaHOBKa napaMeTpoB sigapa Npu ctapTe

/etc/sysctl.conf
/etc/sysctl.d/*.conf

$ 1ls -1 /etc/sysctl.d
10-pve-ct-inotify-1limits.conf
99-sysctl.conf
pve-cluster.conf
pve-firewall.conf

CuHTakcuc sysctl-pannos

$ cat /etc/sysctl.d/99-sysctl.conf
vm. swappiness=60

$ sysctl -a

$ sysctl -a | wc -1
1173

ynpaBneHMe MoaAyndMU Aa4pPa
Moaynu agpa
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———————

Mpun cbopke aapa MOXXHO onpenenunTb,

°  YTO CTaHET Moaynem,

°  YTO CTaTU4YeCKMU OyaeT BKOMMNUIMPOBaHO B A400,
°  YTO He BbyaeT cobmpaTbCs BoobLLE

# cat /boot/config-<version>

CobupatoTca ONa KOHKPETHbIX BepCcUi aapa

/1lib/modules/$(uname -r)

YTunutbl gna pa6oTtbl ¢ MOoaynaMm
Ismod

E———————m————

insmod

E————————

rmmod

EE——————

modprobe

E——————————————

modinfo

EE————seGR—wss————.

MNpnmep

# modprobe 8139too
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# lsmod | grep 8139

# rmmod 8139too

# modinfo 8139too

OCO6eHHOCTU 3arpy3Ku Moaynemn

3arpyska Mogynem nponsBoanTcy
1. ABTOMaTuyecku - cpeacrsamm UDEV

2. Mo napamMeTpaM KOHPUTrypaLmm cCUCTeMbI

/etc/modules-load.d/*.conf

3. BpyuHyto B npouecce paboTbl cpeactsamu modprobe/insmod

MofLynb HeNnb3s BbIrpPy3UTb, ECIN:

°  OH MCMoNib3yeTca ApyrMm Moaynem

°  OH MCMo/b3yeTca paboTatoWMM MPOLLECCOM

MofLyrnb Henb3sd 3arpy3unTb, eCru:

° OH CObBpaH nopg apyroe aapo Unm c ApYrmMm onumnamMm, 4em
3anyLleHHoe aapo

°  OH KOH®UKTYET C paboTaolWmMM Moayem

HacTpo#kKa 3arpy)aemMbix Moaynem agpa

# 1s -1 /etc/modules
lrwxrwxrwx 1 root root 27 aBr 11 13:25 /etc/modules ->
modules-load.d/modules.conf

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025



Moaynb 3 73

1

3arpy3ka OC “AnbT’

virtualbox.conf

virtualbox-addition.conf

libvirt-dm-mod.conf

pve-storage.conf
pve-firewall.conf
gemu-server.conf

zfs.conf

MNpumep. NMopneprxka OC ZFS

|

0. Heobxogmmo o6HOBUTb BEPCUIO a0pa

# update-kernel

1. YcTaHOBKa yTUIUT ynpaBneHuns

# apt-get install zfs-utils I

2. Mpobyto 3anyCTUTb MHCTPYMEHT yrnpaBneHuma nynamm ZFS

# zpool list
The ZFS modules are not loaded.
Try running '/sbin/modprobe zfs' as root to load them.

3. lblTaeMca 3arpy3mTb MoayNb NoAOePXKM zfs

# modprobe zfs
modprobe: FATAL: Module zfs not found in directory /lib/modules/5.10.152-std-
def-altl
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4. CTaBWMM MaKeT ¢ MoayeM

# apt-get install kernel-modules-zfs-std-def I

6. Tenepb MoOy/b eCTb B CUCTEME

# find /1lib/modules -type f -name 'zfs.ko'
/1lib/modules/5.10.152-std-def-alt1/fs/zfs/zfs.ko

7. 3arpy»kaem

# modprobe zfs
# lsmod | grep zfs

zfs 4009984 0

zunicode 335872 1 zfs

zzstd 569344 1 zfs

zlua 176128 1 zfs

zavl 16384 1 zfs

icp 323584 1 zfs

zcommon 98304 2 zfs,icp

znvpair 98304 2 zfs,zcommon

spl 106496 6 zfs,icp,zzstd, znvpair, zcommon, zav

8. [danblue MOXeM HacTpanBaTb

# zpool list
no pools available
# zpool create -m /srv/zfs@ zpool® /dev/sdb

9. Tlocne Toro Kak Mbl HACTPOUIN UCMOob3oBaHWe gaHHoM OC Ha
HakonuTenax/pasnenax Moaysb zfs 6yaeT NOArpy»aTbCd aBTOMATUYECKMN
npu 3arpyske cncrtemsol - cpeacrsamm UDEV

# cat /etc/modules-load.d/zfs.conf
#zfs

10. Ecnm Mogynb Hago He TOMTbKO 3arpy3nTb MPW CTapTe CUCTEMbI, HO U
3arpy3unTb C COOTB. MapaMeTpamMm

# cat /etc/modules-load.d/zfs.conf
options zfs zfs_arc_max=<memory_size_in_bytes>
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Mogynb 4 Cucrtema nHugunanusauum OC “Anbtr”

Mpouecc 3arpy3ku OC - npoao/mKeHune
1. BIOS/UEFI

———smeG—Sse—

2. GRUB2

pE———————————

3. vmlinuz/initramfs

E————ssee——

4. init

—_— |

Peanusauum /sbin/init

SysV - TpagnLUMOHHaa CUCTEMA CTapTOBbIX ckpunToB UNIX
Upstart - paspaboTtaHHbiM B Ubuntu, 6onee He ncnonb3yeTca
SystemD - ncnonb3yeTcd B 60/1bLLUMHCTBE COBPEMEHHbIX ANCTPUOYTVBOB

# 1s -1 “which init®
lrwxrwxrwx 1 root root 22 okT 3 02:12 /sbhin/init -> ../1lib/systemd/systemd

Mpouecc «init»

- systemd u SysV
ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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CucrtemMma nHMuUManusauumm SystemvV

SysVinit - ypoBHU BbinonHeHusa (runlevels)

Runlevel OnuncaHue

O 3aBepLUeHne paboTbl

1,s, S OLHOMOSIb30BATENbCKMN PEXXMM

2 MHOIOMNOJIb30BaTE/IbCKUIN 6E3 ceTn

3 MHOIOMO/Ib30BATENNIbCKMIM C CETHIO

4 He MCMoSib3yeTcs

5 MHOIOMOIb30BaTENIbCKUIN C CETbIO U
GUI

6 nepesarpyska

SysVinit - inittab
[etc/inittab

id:runlevel(s):action:process

runlevel(s)

— |

action

— |

process

— |

SysVinit - ctapToBble CKPUNTbI

/etc/init.d

/etc/re<X>.d

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025



Moaynb 4 78

CucrtemMa nHuumanmsaumm OC “Anbt”

- MNM$ CCbIIKM HauMHaeTca c S
© MK CCbINKM HauMHaeTca ¢ K

Cucrema SystembD

OcHoBbl systemd
IOHMUT (unit)

# 1s /1lib/systemd/system

# 1s /etc/systemd/system

CrpykTtypa UNIT-panna

# cat /lib/systemd/system/sshd.service
[Unit]

Description=0penSSH server daemon
After=syslog.target network.target

[Service]
EnvironmentFile=/etc/sysconfig/sshd
ExecStartPre=/usr/bin/ssh-keygen -A
ExecStartPre=/usr/sbin/sshd -t
ExecStart=/usr/sbin/sshd -D $EXTRAOPTIONS
ExecReload=/bin/kill -HUP $MAINPID
KillMode=process

Restart=always

[Install]
WantedBy=multi-user.target
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- Cekuuma Unit
- Description

E——sseGesssssee—.

Requires

—_— |

- Wants

— |
- After

— |
- CeKuwms Service

— |
- EnvironmentFile

— |
- ExecStartPre

— |
- ExecStart

— |
- ExecReload

— |

KillMode
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pE——sseGesss———

Restart

————sseess———

Cekums Install

EE——SsseGesss————

WantedBy

—_— |

Tvinbl IOHUTOB

cepBuc (service)

— |

TaprerT (target)

|

TOUKa MOHTUpPOBaHMs (mount)

|

automount

— |

device

cokeT(socket)

EE————seee—
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path

snapshot

— |

timer

— |

SystemD - coBMecTUMOCTb ¢ SysVinit

Llenb YpOBEHb
poweroff.target 0
rescue.target 1
multi-user.target 2
multi-user.target 3
multi-user.target 4
graphical.target 5
reboot.target 6

# systemctl get-default

# systemctl set-default multi-user.target

# systemctl set-default graphical.target
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# systemctl isolate reboot.target

YnpaBneHue cepBucamm

systemctl - pa6oTta c cepBucamm

systemctl list-units -t service --all
systemctl
systemctl | grep 'pattern'

H* H H

# systemctl list-units -t service

systemctl enable sshd.service
systemctl enable sshd
systemctl enable /usr/sbin/sshd

H* H H*

# systemctl disable sshd

# systemctl daemon-reload

systemctl - 3anyck/octaHoB/nep3anycK cepBMcoB

# systemctl start sshd
# systemctl enable --now sshd

# systemctl stop sshd
# systemctl disable --now sshd

# systemctl restart sshd

# systemctl reload sshd

# systemctl mask sshd
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# systemctl unmask sshd

YnpaBneHue cocTosHUeM cUCTeMbl

# systemctl reboot

# systemctl halt

# systemctl poweroff

# systemctl suspend

# systemctl hibernate

Moacucrema XypHanupoBaHus journald

OcHoBbl journald

# man systemd-journald

/var/1log/journal

/run/log/journal

CuHTakKcumc journalctl

# journalctl

# journalctl -n 30
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# journalctl -p emerg

# journalctl -f

journalctl -S 17:00 -U 18:00
journalctl -S 2019-09-01 -U 2019-09-01
journalctl -S yesterday -U "2 hour ago"

H* H H*

# journalctl -b
# journalctl -b -1

# journalctl -k

# journalctl “which acpid®
# journalctl -u nginx.service

# journalctl _PID=1543
# journalctl _UID=1001

# journalctl -g 'PATTERN'

# journalctl -xe

# journalctl --disk-usage
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HacTtpoika journald

# journalctl --vacuum-time=2d

# journalctl --vacuum-size=500M

# mkdir /var/log/journal

/etc/systemd/journald.conf

SystemMaxUse=

I ——

- SystemKeepFree=
- SystemMaxFileSize=
SystemMaxFiles=

I —
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Moaynb 5 HacTtpoiika cetn B OC “Anbt”

Pe)>XuMbl HacTpounku cetu B OC “Anbt”

Etcnet

/etc/net

/etc/net/ifaces/<unHTepodelic>

YnpaBneHue napameTpamMm nHtepdenco B pexmme Etcnet

°  OOCTYMHO TOMIbKO Cynepnosib3oBaTesto

o cpencrtBamum LLYC

° pefaKTMpoBaHMe GanIoB B HACTPOEYHOM KaTasnore nHtepdenca

# ifdown ethoO

# ifup etho

# systemctl status network

Systemd-Networkd

# apt-get install systemd-networkd

# systemctl status systemd-networkd

# systemctl disable --now network && systemctl enable --now systemd-networkd

# systemctl disable --now systemd-networkd && systemctl enable --now network
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Hactpownka cetn B OC “Anbt”

/etc/systemd/network/<nmvs_dainna>.network
/etc/systemd/network/<umsa_daina>.netdev
/etc/systemd/network/<uma_odaina>. link

YnpaBneHue napameTpaMm nHtepdpencos B pexxmme Systemd-Networkd
o OOCTYMHO TOMbKO Cyrnepnosib3oBaTesnto

o cpegctBamMm LYC

°  pefaKTMPOBaHME HACTpoeYHble dalbl MHTepdemnca

NetworkManager(etcnet)

# systemctl status NetworkManager

/etc/net/ifaces/<uHTepodelic>

YnpaBneHue napameTpaMm MHTephencoB B pexmme
NetworkManager(etcnet)

o OOCTYMHO TO/IbKO Cyrnepnosib3oBaTesnto

o cpegcrBamMm LYC

°  pefakTMpoBaHMe dannoB B HACTPOEYHOM KaTanore nHtepdemca
°  ynpaB/eHMe COCToOAHNEM NHTepderca - nmcli

o ynpaBngatowasa cny»x6a NetworkManager

NetworkManager(native)

/etc/NetworkManager/system-connections

# systemctl status NetworkManager
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YnpaBrieHue pe)XXuMaMu HaCTPOMNKM

WHTepdeiic: | Etcnet

CeTeBan NoAcucTeMa:

Bbl6op pexxrnMa HaCTPOMKKM ceTeBOro nMHtepdemca
Pexxmnm [NapaMeTpbl ceTn
Etcnet Jetc/net, LLYC
NetworkManager(etcnet) /etc/net, LIYC
NetworkManager(native) NetworkManager
Systemd-Networkd Jetc/systemd/network,
LLYC
He KoHTpOnupyeTtca

88

3anyckaTk MHTepdeiic npu 3arpyske cucTemsl | NetworkManager (native)

He KOHTPONMPYeTCHA

CocTosaHuMe nHTepdemnca
ifup/ifdown
NetworkManager
NetworkManager
SystemD-NetworkD

Etcnet

https://www.altlinux.org/Etcnet

https://www.altlinux.org/Etcnet_start

Pacnono)xeHue HacTpoek

/etc/net/ifaces

lo
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HacTtpownka cetn B OC “Anbt”

default

unknown

CospaHue KoHpUrypaumm nHrepodpemnca

# ip 1
# cat /sys/class/net

# mkdir /etc/net/ifaces/<int>

options - ocHoBHOM dann HacTpoeK

/etc/net/ifaces/<int>/options

HacTtpomku ana nonydveHusa agpeca no DHCP

TYPE=eth
DISABLED=no
NM_CONTROLLED=no
BOOTPROTO=dhcp

CraTnyeckoe HasHadeHue |P-agpeca

TYPE=eth
DISABLED=NnO
NM_CONTROLLED=no
BOOTPROTO=static
CONFIG_IPV4=YES

MapamMeTpbl options

BOOTPROTO=[dhcp|static]
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NM_CONTROLLED=[yes|no]

MODULE=<unmsa moayna>

TYPE=[eth|bri]...]

CONFIG_IPV4=yes
CONFIG_IPV6=no

ONBOOT=[yes|no]

DISABLED=[yes|no]

MapameTpbl options 1 pe)xumsbl us LLYC

NetworkManager(native)

DISABLED=yes
NM_CONTROLLED=yes
BOOTPROTO=static

NetworkManager(etcnet)

DISABLED=no
NM_CONTROLLED=yes

Etcnet

DISABLED=no
NM_CONTROLLED=no

JononHuTenbHble ¢paisibl HacTpoekK

# cat /etc/net/ifaces/<int>/ipv4address
10.0.0.20/24

# cat /etc/net/ifaces/<int>/ipv4route
default via 10.0.0.254

# cat /etc/net/ifaces/<int>/resolv.conf
nameserver 8.8.8.8
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?

Hactpownka cetn B OC “AnbT’

NMonyyeHue agpeca AUHAMUYECKMU

BOOTPROTO=dhcp

dhcpcd

# apt-get install dhcpcd

/etc/dhcped.conf

YnpaBneHue coctossHueM uHtepdeincos B etcnet

ABTO3arycK cry»6bl

# systemctl enable network I

NepenHnymanmsauma cetm

# systemctl restart network

# ifup <int>

# ifdown <int>

OTknovyeHne NetworkManager

# systemctl stop NetworkManager
# systemctl disable NetworkManager
# systemctl mask NetworkManager
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NetworkManager

O NetworkManager

Bo3mMoxkHocTn Network Manager

o YnpaBngeT HAaCTPOMKaMKM CeTEBbIX MHTEPPEMCOB NCXOAS M3
MOAKTIOUYEHUS/OTKIIOUEHUS CETEBOrro aganTepa K ceTu

°  3Ha4YnTeNbHO YNPOLLAET HAaCTPOMKY CETU B AMHAMUYHOM CETEBOM
OKPYXEeHWUM

o [lo3ongeT (Yepe3 PolKit) npenoctaBnaTb BO3MOXXHOCTb HACTPOMKMU
CeTWM NONb30BaATENIO

CeTeBble coeanHeHMa (Connections)

/etc/NetworkManager

UHTepdencol ynpaBneHusa Network Manager

GUI NetworkManager

nmtui

nmcli
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Fpaduueckmnm nHtepdpemc Network Manager

oz MposoaHoe = Wi-Fi

PeXWUM NUTaHKA

i © Temubiii cruns
LbanaHCMpoBaHHbIK

B O en N1,21mapta 17:01 g dx

CocTtosdHuMe ceTeBbix MHeTpdemcoB NetworkManager
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Hactpownka cetn B OC “Anbt”

= a RT-GPON-BF38

+a TP-LINK_6F31C4

« TP-Link_Extender

Bce ceTH
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Hactpownka cetn B OC “Anbt”

NogkntoyeHme K 6eCI'IpOBOJ:I,HbIM CETAM

;’; [poBOAHbIE NOAKNIOHYEHHNS

oz MposogHoe OTKMIOYNTE

HacTpoWKKM NoaKNHoYeHHA

B (O en 0Nr,21lmapta 17:01 g5 dx B

I'Iepexon, K HaCTpOl;IKaM NnoaKMtOHYeHNA
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Q HacTpoiikm =
= Wi-F

MNposogHoe
2 Cem

Nopxnteovero - 1000 MéuT/c
3 Bluetooth

VPN
O Owcnnewn
d¢ 3eyx
C& Mutanue

Mpoken
© MrorozagauHocTs

= Mpoken
@5 BrewHui Bug,

Mopaynb ceTb HacTpoek GNOME
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HacTtpownka cetn B OC “Anbt”

OTMeHUTB MpoBogHoe NogKnoYeHHe MpuMeHnTH

MNoppobHocTk WoernTndmrauma IPvd IPvE BesonacHocTb

1000 MéwuT/c
192.168.0.196

fd47:.d11e:43c1:0:a00:271f:fe2b:b 02
fe80:a00:27ff:fe2b:b02

08:00:27:2B:0B:02
192.168.0.1
192.168.0.2

4 NogkniovaTbes aBTOMATUYECKM

# Coenate [OCTYNHEIM 4NA OPYrvX NoNL30BaTenei

-i‘i[].'[i] ,‘I,l'ﬂ]"-'['-r\'ﬁ'.‘l' coefUHEeHKe: BOIMOMHBI Of llc'il'l.‘ YeHWA 00bEMa JAaHHBEX W AONONHWTENBHEIE pacxogbl

YpanuTe npodunb coegMHEHKA. ..

PefaktrpoBaHKMe napaMeTpoB ceTu

nmtui - TeKCToBOM UHTepdenc

# apt-get install NetworkManager-tui
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WMa npoduna
YCTpOWCTBO

= ETHERNET

= KOHDWUIYPALUWA IPv4
Anpeca

lWntoz
Cepeepbl DNS
OOoMeHB MOWMCKE

MapupyTHzauua
[ ] He ucnonb3oBaTk 3Ty

[ 1 TpeboBaTk appecauMio

= KOHOUIYPALUWA IPvE

98

| W3MeHHTb nopkmwyeHue |

System enpfs8

enpfs8 (08:00:
<lloKkazaTb>

<Bpyu4Hyw> <CKpbITh>
192.168.100.101/24 <¥nanuTk>

<[lo6aBuThb. . .>

<[lo6aBHTE. . .>
<[loGaBUThk. . .>

(HET MOMOMHMTENBLHLIX MapWPYTOB) <W3MEHWUTH...>
CeTb ANA MapuwpyTa No YMOMYaHMD

[ ] WrHOpMpOBaTh ABTOMAaTMYECKW MONYYEHHHE MapWpyThi
[ 1 WrHOpMpoBaTh aBTOMAaTMYECKW MONy4YeHHHE NapaMeTpsl DNS

IPv4 onAa 3TOro NOOKNHNYEHWA

<rHopupoBaTh> <[lokazaTb>

[¥] NopgknYaTheCA ABTOMATHYECKH
[X] OocTynHo BCeM NONb30BATENAM

<0TMEHKUTL> <0K=

TekctoBOM MHTepdemc Network Manager

nmcli - KoMmaHOHbIN UHTepdenc

$ nmcli dev

$ nmcli con

* &+ +

nmcli con show "System eth@"
nmcli con show 203f7e6cC-
nmcli con show "System eth@" | grep IP4.ADDRESS

d539-3343-b89b-18c7867de3fe

$ nmcli con modify "System eth0" +ipv4.addresses 192.168.17.123/24

192.168.122.0

$ nmcli con modify "System eth0" ipv4.routes 192.168.10.0/24

+ipv4.gateway
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HacTtpownka cetn B OC “Anbt”

$ nmcli con up "System ethe"

nmcli(i)

PaspelwieHue UMeH y3/10B

YcTaHOBKa MMeHM y3na

$ hostname
$ hostnamectl

# hostname altwksl.courses.alt
# hostnamectl set-hostname altwksl.courses.alt

KoMMyTaTop cny)X6 MMeH

/etc/nsswitch.conf

KommyTaTop cny»k6 nmeH (Name Service Switch)

$ cat /etc/nsswitch.conf
hosts: files dns
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HacTtpownka cetn B OC “Anbt”

CxeMa pa3spelueHUs UMeH y3/10B

fetc/nsswitch.conf

hosts: files dns

—

Cepeep DNS Cepeep DNS

= =
fetc/hosts
— 127.0.0.1 my-server localhost
10.0.0.1 server server.domain.com
10.0.2.3 8.8.8.8
Jetc/resolv.conf «# T

nameserver 10.0.2.3
nameserver 8.8.8.8
domain avalon.ru
search spbstu.ru politech.ru

CxeMa pa3pelleHnsa MMeH

MeToabl pa3pelueHns UMeH

cat /etc/hosts

/etc/resolv.conf

Jetc/hosts

127.0.0.1 localhost localhost.localdomain
192.168.50.201 server server.domain.com

Jetc/resolv.conf

nameserver 10.0.2.3
nameserver 8.8.8.8
search courses.alt

YTnnuta resolvconf

EE————seee—
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HacTtpownka cetn B OC “Anbt”

YTUNNTbl CETEeBOU ANArHOCTUKMU

ping/ping6 - pocTtynHocTb IP-y3na

$ ping [OPTIONS] [IP|NAME]
$ ping6 [OPTIONS] [IP|NAME]

MpumMmep ping

$ ping -c 4 192.168.1.1 I

SS - MPOCMOTP CeTeBbIX COeAUHEHUMN

$ ss
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HacTtpownka cetn B OC “Anbt”

# ss -atnp

YTunutbl dig/host/nslookup

# apt-get install bind-utils

$ dig example.com
$ host example.com
$ nslookup example.com

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025



Moaynb 6 103

YpaneHHoe yrnpasneHue (SSH, RDP, VNC)

Moaynb 6 YpaneHHoe ynpaBneHue (SSH, RDP, VNC)

MpPOTOKOJIbI TEPMUHAJIBHOIO AOCTYyNa

3aKpbiTble

o AnyDesk

o TeamViewer
OTKpbITblE

o RDP

o VNC

o X2GO

o SPICE

KnueHT npoTtokonoB yaaneHHoro goctyna (RDP, VNC, n
Ap.)

RDP-KNMeHT B KOMMaHOHOM CTPOKe

$ xfreerdp /v:xrdp-server
$ xfreerdp /v:xrdp-server /u:<user> /p:<password>

Remmina

# apt-get install remmina remmina-plugins-rdp
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YoaneHHoe ynpaeneHue (SSH, RDP, VNC)

.Ll Q KnuenT yaanénHoro paboyero ctona Remmina — e e I
Remote Desktop Client =

RDP w [ 192.168.50.13 i

HazeaHwe = [pynna Cepeep Mogyne Last used

Bcero 0 nogrniueH i,

NMogkntoyveHne kK RDP-cepBepy cpeacrtBaMm remmina

Connector

# apt-get install connector I
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YoaneHHoe ynpaeneHue (SSH, RDP, VNC)

Connector

@©ain MogknwoueHwe CnpaBka

MpoToKoALl CnKcok NogKnioueHiA

RDP

MNX

WNC

XDMCP YnaneHHblA pabouynid cton Windows (FreeRDP)
SPICE

s |
VMware [ i EpeguTe dipec CepBepa - MogknodeHKe

Citrix

‘ %% lononHWTeNLHLIE NapaMeTphl ‘
55H

SFTP

WEB

F5

NHuTepdemc Connector
KRDC (KDE)

CTaBuWTCa No-yMondaHuio B Pa6odaa CTaHUMA K, pasHble MPOTOKObl
OocCTyna

CeTtb -> KRDC (YpanéHHbIN gocTyn K paboueMy crTony)
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MapameTpbl xo0cTa — KRDC

MNapameTpkl XocTa

PaspelleHne 3KpaHa

TnybuHa weeTa:
Packnafka KNaBWaTypbi:
3IBYK:

CrOpOCTh:

CoegWHEHMWE

: | Opyroe paspewexue (...)

WupuHa: | 800 $ BeicoTa:

True Color (24 BuT)

AMepWKaHCKaa aHrnniAckan (en-us)

Ha 3ToM KoMNLHOTEpEe

NokaneHadA ceTh

RemoteFX: @ ¥nyyweHHoe NpefcTaBneHue

OB pecypc:

fmedia

JNononHWTENEHBIE NapaMeTpLI

KoHCOoNsHEIA BXOA; |:| MoprknwoynTecA K KoHconw Windows Server

HononHWUTENbHEIE NapaMeTpbi:

Iil lNoka3kiBaTk 3TO OKHO eLUE pa3 ONA 3Toro XocTa

(M| CoxpaHuTe napons (KWallet)
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MookntoveHmne kK RDP-cepBepy cpencrtsamm KRDC
vncviewer (B coctaBe TigerVNC)

YCTaHOBKa B COCTaBe MnakeTa tigervnc

# apt-get install tigervnc I

MookntoveHme K VNC-cepBepy

$ vncviewer [host][::port]
$ vncviewer [host][:display#]

MNpw 3anycke 6€3 MapaMeTpoB OTOGPaXKaeT rpadmnyecknin MHTepdemnc
napaMeTpoB NoaKItoYeHMsa

& VNC Viewer: Connection Details IEIIZIIEI

VNC server:|192.168.0.109] |

| Options... || Load... || Save As... |

| About... | | Cancel || Connect

NHTepdemc VNC-kImMeHTa vneviewer

RDP-cepBep Ha OC AnbT

CtpaHunua B Anbt Wiki
o https://www.altlinux.org/Xrdp

YctaHoBka XRDP B OC AnbT

# apt-get install xrdp I

xrdp (tcp,3389)

——————————

xrdp-sesman (tcp,3350)
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YpaneHHoe yrnpasneHue (SSH, RDP, VNC)

# systemctl enable xrdp xrdp-sesman
# systemctl start xrdp Xxrdp-sesman

MpaBa nonb3oBaTenen

tsusers

# usermod -aG tsusers <user>

tsadmins

HacTtpounkun XRDP

$ 1ls /etc/xrdp/
sesman.ini
xrdp.ini

BapuaHTbl opraHMsaumm B3aMmMoaemMcTBmg nocpeacTtsom
npotokona VNC

CraTtbs B AnbT WikKi

o https://www.altlinux.org/VNC

C nomMolbto xorg-extension-vnc

C nomodulbto vino-mate

C nomMolLbto XTlvne

C nomoulbto x1lvne-service

C nomolubto TigerVNC (MHOIonob30BaTEIbCKUM PEXXM)

MoaknioyeHmne no VNC (vino-mate)

YCTaHOBKa NakeTa (Ha ynpaBndemMoM y3rne)

# apt-get install vino-mate

HacTpomka
o [MapaMeTpbl -> O6LWWMUINA AOCTYN K paboueMy cTony
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YoaneHHoe ynpaeneHue (SSH, RDP, VNC)

$ vino-preferences

HacTpoiiku yaanéHHoro paboyero ctona

CoEMeCTHBIA gocTyn

£ MozBonATE gpYrMm NoAL30BaTENAM BWAETE Baw pabouni cron

£ Mo3BONATE APYrMM NONLIOBATENAM YNPABNATE BALWKMM pabounm cTonom

BezonacHoCTL

£ 3anpawveats NOATEEPHALRHWE NPK NHDORA NONLITKE AOCTYNA K KOMNLHTEDY

| TpeboBaTk OT NONL30BATENA BBECTI CAEAYHILNEA NAponk!

| ABTOMATWUECKW HACTPAWBATL MAPLIPYTU3IATOP ANA OTKPLITUA U NEPEHANPABNEHWA NOPTOR

3HauoK B 06NacTW YBEAOMAEHWA
() Bcerga
O Toneko korga KTo-Hubyas NogKnouéH

) Hukoraa

Cnpaeka | 33KpPLITE |

HacTpomnkm nogknodeHunsa K pabouemy ctony MATE
[nga mnepBUYHOIro NpMMEHeHMA NapaMeTPOB HEOBXOOAMMO Mepe3anyCTUTb

ceaHc (B fanbHenLeM M3MeHeHMe HacTpoeK ByaeT NPOUCXOaMTb
MIHOBEHHO). EC MaKeT BK/ItOYEH B ANCTPUOYTUB - AaHHOE AeNCTBME He
TpebyeTcs.

MNopknioveHue no VNC (Krfb)

Krfb — vnc-cepBep cpeabl KDE ang cOBMeCcTHOro 4ocTyna K paboyemy
cTOony.

$ apt-get install kde5-krfb I
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YoaneHHoe ynpaeneHue (SSH, RDP, VNC)

Krfb — CoemecTHBIR gocTyn K pabovemy cTony

hain  HacTpoiika CnpaBka

MpepocTaEneHWe yoanéHHOro AocTyna K paboyeMy ctony

TexHonoruaA oT KDE onA coBMEecTHOrO OoCTyNa Kk pabovemy cTony nossonset
Pa3peLlNTE KOMY-HWBY b YOAaNEHHD NOOKMKYUTLCA K Ballemy paboyemy cTony u,
BO3MOMHO, YNPABNATE MM,

(M| Bkni4MTL AOCTYN K KOMMLKOTEPY

MoppobHocTH CoegUHEHNUA

Anpec: altok-ws (192.168.50.132) : 5900 @

Mapone: fPzf-ySc Vs

NocTyn Bbes NogTEEp* OEHUA

OocTyn Bes NnogTeep AeHWA NO3BONAET YAANEHHOMY MOMB30BATEND
MOQKMKHUTECA K BAlLEMY KOMNBIOTEpY No napono bes ()
[OMNOMHWTENEHOMO NOATBEPAAEHWA C Balleld CTOPOHEI

[ ] PaspewnTs nocTyn Bes noaTeepKASHMA CMEHWTE Napofib 4OCTYNa

HacTpomnkum nogkntodeHma K pabodemy ctony KDE
MNpw NoaKMtOYEHUN KNTMEeHTa ByaeT MosaBAATbCa yBeAOMIEHME O MOMbITKE

coegmHeHnd

Hoeoe coegMHeHe — COBMECTHBIA BocTyn Kk pabodemy cTomy

KTO-TO MbIT2eTCA YCTAaHOBMTE COBAUHEHMWE C BALUKMM KOMMLIOTEPOM.
MoaTEepMOeHWe COEAUHEHWA NO3BONUT eMy BUAETE Baw pabo4yunil cTon U, ecnau
YCTAaHOBAEH COOTBETCTEYHOLMA NapaMeTp, YNPaBnATE KOMMLKTEROM.
OTKaMMWTECH OT NOQKMKYEHNA, ECNK Bl He AOBEPASTE 3TOMY YENoBeKY.

YOoanéHHanA cHCTeMa: 192.168.0.137:49050

(M| PaspelunTL yAanEHHOMY MONL3DBATENKD YNPABNATE KNABMATYPOR I MEILILID

" MpuHaTs coeaurenne | | (&) OTKaszaTbea OT coegMHEHMA

YBenooMieHmne o nonbiTke coegmHeHns

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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Moaynb 6 M

YoaneHHoe ynpaeneHue (SSH, RDP, VNC)

MoakniouveHmne no VNC (x1lvnc-service)

YCTaHOBKa MakeTa

# apt-get install x1lvnc-service I

3anyck/aBTosanyck
o BHMMaHMe - Mo YMOMYaHMIO TOT XKe MOPT, YTO U Vino

# systemctl enable --now xlilvnc I

Maponb o9 yaaneHHoro 4ocTyna - 3a4aeTcsa Mo, cyrnepnofib3oBaTenemM

# xl1llvnc --storepasswd

Enter VNC password:

Verify password:

Write password to /root/.vnc/passwd? [y]/n

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

Moaynb 7 OpraHunsayus XxpaHeHUs AaHHbIX

Paz6bueHue oUcKoB

Moakno4vyeHUe ANCKOB

Pa3nunyHble nHTepdeNChI (KOHTPONNEPLI)

- |IDE/EIDE
o SATA

o SCSI

o SAS

- USB

Kaxkabl KOHTponnep obpabaTbiBaeTca CBOMM OPanBEPOM
OpanBep: major-HoMep danna yCTponCTBa
[OVCK, MOAKMOYEHHbIN K KOHTPONERY: MIiNnOor-HoMep

$ 1s -1 /dev/sd*

brw-rw---- 1 root disk 8, © Jun 24 06:13 /dev/sda
brw-rw---- 1 root disk 8, 1 Jun 24 06:13 /dev/sdal
brw-rw---- 1 root disk 8, 2 Jun 24 06:13 /dev/sda2
brw-rw---- 1 root disk 8, 3 Jun 24 06:13 /dev/sda3
brw-rw---- 1 root disk 8, 16 Jun 24 06:13 /dev/sdb
brw-rw---- 1 root disk 8, 32 Jun 24 06:13 /dev/sdc
brw-rw---- 1 root disk 8, 48 Jun 24 06:13 /dev/sdd
brw-rw---- 1 root disk 8, 64 Jun 24 06:13 /dev/sde

~

Pas6ueHmne oUCKOB Ha pa3aenbl

Kaxkobl pasgen - 61o4YHoe yCTPOMCTBO

Ha pasnene MoxHO cogaBaTtb damnosyto cuctemy (OC)

Pasgen MOXXHO MCNOMb30BaTb B MeHeaxXepe ToMoB (LVM) nnu B
nporpamMMHoM penge (mdadm)

[1Ba MeToOa pa3bueHma Ha pasgensbi:

o MBR(dos) - knaccmueckmmn

o GPT - coBpeMeHHbIN

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AKagemmnsar», 2025
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OpraHmsaumna xpaHeHMsa gaHHbIX

Tabsmuya pasgesnos Master Boot Record - MBR

Master Boot Code (446 6aiiT)

Master boot record (MBR)

] MycTwe cextopa Nol - Ne2047

! | Mepenudwid pazaen 1 (Partition 1)

Master Partition Entry (16 6aiT)

/ Idevisdal

Master Partition Entry (16 6aiT)

MepenuHbIA pasaen 2 (Partition 2)
' Idevisda2

Master Partition Entry (16 6aiT)

Master Partition Entry (16 6aiT)

MeperuHbIi pazgen 3 (Partition 3)
Idevisda3

0x55AA (2 GaiTa)

PacluMpeHHbLIi pazaen

Partition Entry -
Januce TAGNMUE pazaenoe
(16 GaiT)

(Extended Partition) Idevisdad

Idevisda5s

Norvuecknid guck 2 (Logical Disk 2)
Idevisda6

®nar (1) Hauano CHS(3) | Tun(l)

Konew CHS (3) | Hauano LBA(4) | Pazmep(d)

Tabnunua MBR
- MakcummanbHaga

COBMECTUMOCTb

1n3

Volume Boot Code (446 6aiT)

Volume Partition Entry (16 6aiAT)

Volume Partition Entry (16 Gaiit)

Volume Partition Entry (16 Gaiit)

Volume Partition Entry (16 Gaiit)

0x55AA (2 GaiTa)

Norvuecknid guck 1 (Logical Disk 1)

[0 7 pa3nenos - 4 NepBUYHbIX/OCHOBHbIX pasaena, oamMH 13 KOTOPbIX
MOXET CTaTb T.H. pacCWMUPEHHbIM 1 TOXe CoAepP»KaTb 00 4€X pa3aenoB
Pazgen MoXeT 6bITb pa3mepom oo 2.1 Tb
[Npn NoBpeXXaeHMM NepBbiX CEKTOPOB, ANCK MepecTaeT YMTaTbCA

$ dd if=/dev/sda of=mbr-backup.img bs=512 count=1

Ta6smmya pasgesos GUID Partition Table - GPT

COBpeMeHHbII;I CTaHOapT p836I/IeHVI$:I ONCKOB

ABnaeTca YacTbto cTaHaapTa EFI - Extensible Firmware Interface

(3amMeHa ycTape

BLlero BIOS)

Mcnonb3yeTca 6no4yHasa agpecauma LBA, BMecto CHS B MBR, uto
MO3BOJIAET CO34aBaTb pa3saenibl 0o 9,4 36
B otnnuae ot MBR He cooep)XUT Koaa 3arpy34mKa, pacymTbIiBAET, UTO
3TMM ByaeT 3aHMMaTbea EFI - TaM NpeaoycMaTpuBaeTca Ha 3TO
crieumanbHbIM pasgen
KonmyecTtBo pasgenos - 128
Tabnuua pasbreHna gAy6amnMpoBaHa - B Ha4vane gMcKa U B KOHLLe

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

LBAO Protective MBR
LBA 1

Primary GPT
LBA 33
LBA 34

MepBuYHbI pa3aen 1 (Partition 1)
Idev/sdal

MepBuuHbIli pasgen 2 (Partition 2)
Idevisda2

OcTaBLuvecs pa3aesnsl

Secondary GPT

Tabnuua GPT

Primary GPT Header

Entry 1 (128 6aliT)

Entry 2 (128 6aiT)

Entry 3 (128 6aiiT)

Entry 4 (128 6aiT)

. Entries 5-128

Heob6xoamnmocTtp B co3gaHnm pasgesios

Pe3epBHOE coxpaHeHune

14

LUKS

SWAP

LVM

RAID

YTunutbl blkid/Isblk
blkid

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

———se———

Isblk

$ 1sblk /dev/sda

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 ®@ 298,1G 0 disk
sdal 8:1 0 106M 0 part
sda2 8:2 0 220,1G 0O part
sda3 8:3 0 477M 0 part /boot
sda4 8:4 @ 77,56 0O part
L-sda4_crypt 253:0 @ 77,56 0O crypt /

PepakTupoBaHue Ta6bnuu pa3aenos
fdisk

E——sses——

parted

pE——seEe—

cfdisk

EE————————

gparted

—_— |

MeHep)kep norndyeckmnx Tomos (LVM)

LVM - Logical Volume Management

EE—————————

Bo3MoyKHOCTU:
1. U3MeHeHUue pa3MepoB Ha neTty

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

——Ss———ss—

2. [lo6aBneHue Ha nety

——

3. NaMeHeHue 6e3 OTMOHTUpPOBaHUSA

—_— |

LVM - noruka pa6orbl

BepeM HecKonbko dunsmnyeckmnx anckos/pasnenos - Physical Volumes
o6beanHAEM MeCTO Ha BblIBpaHHbIX GU3NUYECKUX AMCKax/pa3henax B T.H.
Volume Group

2710 MecTo (VG) genmnTca Ha Habop GTOKOB - AKCTEHTOB (MO YMOTYaHUIO
4MB)

3 akcTeHTOB dopMmMpyeM formdeckume Toma - Logical Volumes - HoBble
6N04YHble yCTpOMCTBa

DopMaTUpyeM/MOHTUPYEM TOMa

MNP HEOBXOOAMMOCTM SKCTEHTbI MepepacnpenenaTca Mexagy ToMamm

Cxema pa6oTbl LVM

fhome (xfs) har (extd) Painoesie
CHCTEMBI
o N

Logical
fdevivg0liv_home MdevivgOliv_var Violumes - LV

] Volume
Groups - VG

PRI, (P Phisical
idevisdbl W|UmE5—p1l.lr

E dn3nyeckne
/devisda idevisdb [ACKN

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

CxeMa paboTbl LVM
CospaHue fIorm4ecKkmx ToMoB

Co3faHue pa3ferioB Ha XXeCTKMX OMCKaX
o fdisk - Tn 8e (MBR)

CospgaHue PV 13 pasgena/gncka

o pvcreate /dev/sdal

CospaHume VG n3 PV

> vgcreate vgO1 /dev/sdal /dev/sda2
CospaHume LV n3 VG

o lvcreate -L 2G -n Iv_home vgO1
CozpaHune OC Ha LV, Kak B cnydae oObl4HOMO 6/104HOMO YCTPOMCTBA
> mkfs.ext4 /dev/vg01l/lv_home
MoHTUpoOBaHWe LV

> mount /dev/vg01/lv_home /home

o BHeceHwMe B /etc/fstab

MpocMoTp KOHPUrypaumm LVM
NpocMoTp KoOHPUrypaumnm PV

# pvdisplay <PV>
# pvs

NpocmoTtp VG

# vgdisplay <VG>
# vgs

NpocMoTp LV

# lvdisplay <LV>
# lvs

Physical Volumes (PV)

# pvcreate <device>
# pvremove <device>
# pvdisplay [device]

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

Volume Group (VG)

vgcreate <vg> <devicel> <deviceZ2>
vgremove <vg>
vgdisplay [vg]
vgextend <vg>

H oW R

Logical Volumes (LV)

# lvcreate -L <size> -n <name> <vg>
# lvremove <name>

# lvdisplay [name]

# lvextend <params>

N3mMeHeHue pa3Mmepa LV
[NoopasyMeBaeT 2 onepauunm:
1. N3meHaeM pa3Mmep LV

2. MepectpamnBaeM ®C nog HOBbLIN pasMep - cneundmyHo gna OC

——————e———

DKCTeHThbl B LV 6ynyT 0o6aBnaTbcs U3 N060ro HesaHaToro yyacTtka VG

EE———————

[1Ba BO3MOXXHbIX BapuaHTa.
1. O6e onepauunu 3a pas - ytunuTta lvresize

# lvresize -r -L +1G /dev/vg0@1/1lv_home I

2. Wnv nocnepoBaTtenbHo Ivextend/Ivreduce v 3aTteM resize2fs nnum
COOTBETCTBYOLLAA YTUNIMTA MCNOMb3yeMomn GanoBOM CUCTEMDI

# lvextend -L 3G /dev/vg01/1lv_home
# resize2fs /dev/vg0e1/1lv_home

LVM - pononHuUTtenbHo
LVM Snapshots

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

EE———S————see—.

- LVM Cache Volumes
- LVMRAID
- LVM Thin

—_— |

RAID - maccuBbl

TexHonorum RAID

RAID - Redundant Array of Inexpensive Disks (Redundunt Array of
Independent Disks)

|

Peanusauuun
1. AnnapaTtHbin RAID

—

2. FakeRAID

— |

3. TMporpaMHbin RAID

— |

YpoBHM RAID

EE—————

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

JIBOD (He RAID)

RAIDO (striped volume)
RAID1 (mirrored)

RAID4 (1d parity)

RAIDS (floating 1d parity)
RAIDG (floating 2d parity)
RAID10 (RAID 1+0)
RAIDO1 (RAID 0+1)

RAIDO - YepenoBaHMe ceKTOpoOB (striping)

RAID O

I I
8 7 6

RAID
kouTponnep®

@ 2 3
T

| Blockl | | Block2 |

10

Block 3 Block 4
Block 5 !""EE;L;_E_|

RAIDO
- be3 pe3epBupoBaHuUd

Ouckn: 2 n 6onee

120

Hage)XHOCTb - HUXKe, YBeTMYMBAETCA BEPOATHOCTb NMOTEPU AaHHbIX

CKopOocCTb (a9 60nbLUMX 3aMPOCOB):
°  YyTeHuMe - Bbiwe B N pa3s, raoe N - Kon-BoO AMCKOB
° 3anuchb - Bbllle

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

KM no obbemy - 100%

RAID]1 - 3epKanmpoBaHue CeKTopoB (mirroring)

8 7 6
RAID
mHﬂHTpunnep“
$1 2 3
b
| Blockl | | Blockl |
Block 3 Block 3

RAIDI
- Ounckun: 2 n 6onee

HageXXHoCTb - Bbllle

CKopocCTb (a9 60nbLUMX 3aMPOCOB):

°  YyTeHue - Bblle (3anpochbl NapanienbHo)
° 3aMuCb - TaKas Xe

KIMO no obbemy - 50% (ons AByx OMCKOB)

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

RAID4

B 7 6
o 5
RAID
“outponnep®

P =2z =2
I

[

Block Al Block A2 Parity A

Block B1 Block B2 Parity B

I
Bi(

Block C1 Block C2 Parity C
RAID4

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

RAIDS

B 7 6
g 5
RAID
“%outponnep®

@ 2 2
I

[

2

iy
pay

Block C1 Block C2 Parity C

NN N

RAIDS

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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RAID6

Moaynb

OpraHmsaumna xpaHeHMsa gaHHbIX

7

RAID &

B 7 6

N
N

Parity Al

Block C1

N

RAID6
RAID 4/5/6

[nochl

RAID

N

Parity A2
Parity B1

Block C2

NS

®: =z =2

| BlockAl |
Parity B2

Parity C1

Yourponnep?

b

NS

124

N

| Block AN-1 |

Parity C2

N

a2
N

" BlockAN |
" Block BN |

Block CH

N

°  HU3KMEe HaKMagHble pacxodbl Ha peanm3aunto N3bbITouyHOCTM (1-2
Ancka)
o [1OCTATOYHO BbICOKME CKOPOCTU YTEHMSA M 3aMMCK OAHHbIX

o RAIDG - BblICOKaga 0TKa3oyCTOMYMNBOCTb

MWHYyCbI
o cepbe3Hasa gerpagauma CKoOpoCTM YTeHmda npu cboe 1 amncka (RAIDA4,5)
o C/NOXHO€ BOCCTaHOBMEeHMe OaHHbIX (B cpaBHeHMM ¢ RAID 1)

°  OOnNoSIHNTEeTbHad Halrpy3Ka Ha »ese30

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2

«AnbT AKagemMmna,
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OpraHmsaumna xpaHeHMsa gaHHbIX

RAID10

RAID 10

a2
N

Block 1

Block 3

N

RAID10
RAID10 - oco6eH

[nochl

10

B 7 6

RAID
kouTponnep”

1 2 3

L

]

Block 1

EBlock 3

N

HOCTMA

RAID O

° BblCOKa4 OTKa30yCTOl;IL-I MBOCTb
° BblCOKad NMpom3BogmMTe/IbHOCTb

MWHYyCbI

°  OBOMHasA CTOMMOCTb

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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| Block2 |
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N
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—
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Block 4

Block &6

\__/



Moaynb 7

OpraHmsaumna xpaHeHMsa gaHHbIX

RAIDOI1

RAID 01

Block 1

EBlock 3

N

RAIDOI

10

B

7T 6
RAID

kouTponnep”

$1

2 3

¥

| Block2 |

EBlock 4

N

126

Block 1

Block 3

Block 2

Block 4

Block &6
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OpraHmsaumna xpaHeHMsa gaHHbIX

AnnapaTtHbin RAID B Linux

MpOCTPAHCTED lm] YTUANTHI ‘
ser Somcey 1susb | [1spoi | | Besopa,
[MpocTpaHcTeD AOpa {Hernél,l Spa-:e]i
HTepdeic VFS -'=.__
v v 4
btrfs extd Bysis

Katu Eﬂ]_ﬂpna (Buffer cache)

SCS

Device Driver - sd(4) [

R

B e e mm e e e e e e m e e e e, e e, m == = = = o

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
1
n
"
1
1

AnnapaTHbin RAID
AnnapaTHbiX RAID-KOHTponnep:

]

MporpamMmmHbin RAID B Linux (mdadm)

# mdadm

- MaccuBbl MOXXHO CO34aBaTb U3 STHOObIX 6/TOYHbIX YCTPOMCTB
- YposHU RAID

——————

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

Pa3gen /boot Ha RAID

——————ssssees

XpaHeHWe HacTpoek

# mdadm -A --scan

Pa6oTa ¢ mdraid

1. Co3paeM HeobxoamMMoe KOMMYeCcTBO pa3fesioB Ha AMCKax
o fdisk, Tn fd (tonbko MBR)
[na cyLecTBYOWMX pa3aenoB, Ha KOTOPbIX paHee co3faBasica
nporpaMMHbin RAID

# mdadm --zero-superblock --force /dev/sdbl

2. O6begunHsaeM pasgensl B RAID TpebyeMoro ypoBHA - nonydaem 6/104Hoe
YCTPOMCTBO
o mdadm
3. CospgaeM OC Ha nonyymemmMmca RAID-maccuBe
o mkfs
4. MoHTupyem/go6asndem B [fetc/fstab
o mount
5. 3anomMuHaem koHourypaumo RAID B mdadm.conf

# mdadm --detail --scan >> /etc/mdadm.conf
# make-initrd

6. MOHUTOPUM CTaTyC pa6OTbI N NCIrpPaBHOCTb 3a0eMCTBOBAHHbIX
,EI,MCKOB/paEB,EI,e)'IOB

mdadm - co3gaHMe MaccuBa

# mdadm -C /dev/md0® -1 1 -n 2 /dev/sda3 /dev/sdc3

-C

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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OpraHmsaumna xpaHeHMsa gaHHbIX

# cat /proc/mdstat
md@ : active raidl sdc[1] sdb[0]
1046528 blocks super 1.2 [2/2] [UU]

MOHUTOPUHI NnporpaMmMHoro RAID

/proc/mdstat

# cat /proc/mdstat
mdo : active raidl sdc[1] sdb[0]
1046528 blocks super 1.2 [2/2] [UU]

MNoapo6bHaa nHbopmauma o maccmee mdadm -D

# mdadm -D /dev/mdO

# mdadm --detail

YTnnmnta mdmonitor (cepsuc)

/etc/mdadm.conf

MAILADDR mail@domain.com

3aMeHa gUcKa

Mopagenunpyem coon.

# mdadm /dev/md0O -f /dev/sdbil

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025



Mopaynb 7 130

OpraHmsaumna xpaHeHMsa gaHHbIX

Bbixog 13 CTpOd OOHOIroc N3 ANCKoB

# cat /proc/mdstat
md@ : active raidl sdb[0]
1046528 blocks super 1.2 [2/1] [U_]

Ypnandaem c60MHbIM ANCK, gobaBngemM HOBbIM

# mdadm /dev/mdO --remove /dev/sdc
# mdadm /dev/md0O --add /dev/sde

MaccmB HauMHaEeT BOCCTaHaBIMBATbCH

# mdadm -D /dev/mdO

Rebuild Status : 38% complete

Pa3bopka MaccurBa

# mdadm -S /dev/md127 I

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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@damnoBble cuctembl B OC AnbT

Moaynb 8 daitnoBble cuctembl B OC AnbT

OcHoBHble ¢pannoBble CUCTEMbI

E——————

- ext2
—————

- ext3/4
————
- btrfs
————
- 2zfs

—ssssSe——

- XFS
- JFS

—_— |

Swap

- Swap-pa3aen v noHATUE «NoAKaAYKU»
- PacuyéTt pa3Mmepa swap-pasgena

——sssees——

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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@damnoBble cuctembl B OC AnbT

—_— |

PasHuua Mexxay rméepHaumen n XayLwmMm peXxmMom

CospaHue panna/pasnena nog swap

# dd if=/dev/zero of=/swapfile bs=1M count=1000

# mkswap /swapfile

# mkswap /dev/sda2

# swapon /dev/sda2

# swapoff /dev/sda2

tmpfs
tmpfs

# mount -t tmpfs none /mnt/ramdisk -o size=100M

damnosBble cucteMbl ext2/ext3/exts

O6waa nHoopmauumsa
ext4

E——————ssee—

XypHanusupyemas ©C

E———

SKCTeHTbI (extents)

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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. ®annoBble cuctembl B OC AnbT

E——S——————

JTMunTbI ext3 ext4

Pasmep OC 16 T6 126

®ann 276 16 T6
NogkaTanoru 32k HeorpaHM4yeHHo

CospaHune OC ext4
mkfs.ext4 (mke2fs, mkfs -t ext4)

# mkfs.ext4 -b 4096 /dev/sdb3

YCTaHOBKa MeTKU

# e2label <device> <label> I

CospaHue EXT4 (mkfs.ext4) c yueToM reoMmeTpmm ToMa

# mkfs.extd4 -E stride=4k,stripe_width=12k /dev/<xxx> I

stride=stride-size

— |

stripe_width=stripe-width

]

ext4 Superblock, Block Groups

Superblock

pE———ssse——

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025




Moaynb 8 134

@damnoBble cuctembl B OC AnbT

Block Groups

# dumpe2fs /dev/sda3

MapamMeTpbl ext4 B cynep6noke

3ape3epBMpPoBaHHOE MeCTo Noa AaHHble cynepnonb3oBaTend - Reserved
block count

E———————————rr—

KonunyectBo MOHTUpPOBaHUIM Nepen nposepkon GC - Maximum mount
count

E——ss————

Mount count

pE———Ssseess——

Check interval

E————

Hactpouka ext4 - tune2fs

# tune2fs -1 /dev/sdal

# tune2fs -c 25 /dev/sdal

# tune2fs -1 10 /dev/sdal

# tune2fs -m 10 /dev/sdb1l

OedparmMeHTaumsa exts

HeobxoommocTb aedparMeHTaumm
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# eddefrag -c /dev/<xxx>

# eddefrag /dev/<xxx>

JononHuTesnibHble KOMaHAbI

# resize2fs

# e2image

# dump
# restore

dannoBaa cucrema btrfs

O6wasa uHpopmMaums
btrfs - B-Tree Filesystem

EE—S—————ssee.

ToMm btrfs

————————

MoaTtom (subvolume)

———

MoaTomMa no-ymMonyaHuio

UUID=aea738ef-fb3f-43ba-99cf-6bc940b83e23 / btrfs
relatime, subvol=/@ 0] 2
UUID=aea738ef-fb3f-43ba-99cf-6bc940b83e23 /home btrfs
nosuid, relatime, subvol=/@home 0] 2
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E————

CtpykTtypa BTRFS

Data [MonL30BATENLCKWE AAHHBLIE

-~

.
‘ Mogrom 1 Mogrom 2 MeTafaHHule hailnoeoil CHCTEMEI,

Metadata SECTEHTH, NOATOME

[ System ] Norvueckoe agpecHoe NPOCTPAHCTED

/devi/sdb Enoubie yCTPOWCTEA

Ctpyktypa BTRFS
BnoyHble ycTpoUucTBa

————see——————

System: Jlormueckoe agpecHoe NpocTPaHCTBO

————————

Metadata: MeTapgaHHble pannoBom cucTeMbl

—_— |

Data: Nonb3oBaTenbCcKUe aaHHbIe

E————ss——

Co3spaHue BTRFS

# mkfs.btrfs /dev/sdb -L one_disk

# mkfs.btrfs /dev/sdb /dev/sdc -L two_disks

Mpodunu 3anucm

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
«AnbT AkagemMmas, 2025



Moaynb 8 137

@damnoBble cuctembl B OC AnbT

E———ssseGLessee——.

1. Single

—_— |

2. DUpP

EE——ssGesssssee.

3. RAIDX

—_— |

KBOTMPTOBaHME AUCKOBOIO NPOCTPaHCTBA

KBoTupoBaHue cpeacrsamm ®C cememncrTaa ext

OrpaHun4yeHne nonb3oBaTenen B MCMOMb30BaHUM ONCOBbIX PECYPCOB:
o no inode
° Mo 65o0KaM

— |

Mdarkoe orpaHu4yeHue

— |

YKécTKoe orpaHn4yeHue

— |

JIbroTHbI¥ Nepuogp (grace period)

— |

Tpe6oBaHusa [4/15 pabOTbl KBOTUPOBaHUS

1. B KopHe ¢pannoBom cMCTeMbl OOMXKHbI ObiTb Ganfbl
o aquota.user - orpaHuYeHMa oaa nosb3oBaTenen
> aquota.group - orpaHu4YeHna ona rpynmn
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EE————s—

2. OC gormkHa 6bITb MPUMOHTUPOBaAHA C OMNLMAMK KBOTUPOBaHUSA:
usrquota/grpquota (/etc/fstab)

OCHOBHbI€ UHCTPYMEHTbI

quotacheck

pE——sseGessssse———.

quotaon

pE——s————

quotaoff

——se——————

edquota

E——seeess—.

quota

EE————

BK/1roYeHne KBOTHPOBaHUS

1. Co3paHue (o6HOBNEeHMe) dpanoB KBOT cpeacTtBamMum quotacheck

# quotacheck -ua

# quotacheck -ga

# quotacheck -u <mount_point>

# quotacheck -g <mount_point>

2. AKTUBLMSA KBOTUPOBAHUSA
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# quotaon -ua
# quotaon -ag <mount_point>

# quotaon -p

Hacrtporika orpaHunvyeHui KBOTUpPOBaHMS

aquota.user/aquota.group

# edquota -u [username]

# edquota -g [groupname]

# edquota -u -p [userproto] [username]

lIpocMoTp oTyeToB M rnepecyeT KBOTHUPOBaHUS

quota - MCcrnonb3oBaHKeE NoJSIb30BaTEIbCKMNX Ol_paHl/Ik-IeHl/Il;l

quota -g - MCNosib3oBaHMe rpynmnoBbIxX OrpaHML‘IeHMl;I

# quotaoff
# quotacheck
# quotaon

Mopaynb LLYC Ucnonb3oBaHMe anUckKa (alterator-quota)

Moaynb Ucnonb3oBaHUe AUCKa

# apt-get install alterator-quota

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
«AnbT AKagemmnsar», 2025




0. Monyns 8

@damnoBble cuctembl B OC AnbT

140

MoOW (0T cynepnonb3oBaTens)

0 [naeHan E.Pex{m skcnepta X Boixog @Cnpa&m
Maiinosan cucTema: |/ ~ ||| BrmoueHo
user
Tekylee MCNONLI0OBAHWE OWCKA: I | KB
L
| |
Konuuecteo dainoe: | |
[ |
[ |
GUI: Mooynb Ncnonb3oBaHMWe oMcKa
MCNONMIb3OBAHWE OANCKA | HacTpoiika | | CnpaBka | |  Boiifti
j Tekyulee ucnonkzoeanne aucka: 0 Kb
MArkoe orpaHuYeHne:
BrnoueHo O L Kb
MHecThoe OrpaHuuyeHmne:; KB

Monk30BaTens: Em

i KonuyecTeo thadnos: 0
MaArkoe orpaHnyeHmne:

HecTHOE OTPAHWUEHKE:

1 <]

WEB: Moagynb Mlcnonb3oBaHWe OuMckKa

OTMeTKa BKNo4YeHo

3HadeHne 0
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Mpownsowna owmbKa Npn KonupoBaHMK «my _filex.

Mpowzowwna owwbka Npw KoNMpoBaHWK daina e /home/user.

Mpowzowna owwnbka Npu oTKpeMMKM Gaina «/home/user/my files: MpeskilieHa AMCKOBARA KBOTA

X

OTmeHa MNpomycTUTE

CoobuieHune npn npesbliLLEHNN ONCKOBOW KBOTDI
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

Moaynb 9 MOHUTOPUHT N AUarHOCTUKa padoThl
CUCTEMbI

MOHUTOPUHTI 3arpy3Ku npoueccopa

MHCTPYMEHTapmui1 MOHUTOPUHra

YTUNUTbI KOMaHOHOM CTPOKM

CopepxumMoe ncesaodannosbix cuctem /proc v /sys

MNpadumyeckme cpeacrtea MOHUTOPUHIA (cneumdryHoO ana ANcTpPmbyTUBOB
M NCMOMb3YyEMBbIX OKPYXKEHMM paboyero cTosa)

NHCTpYyMeHTbI yaaneHHOro MOHUTOPUHIa

MHPopmMaumsa no npoueccopy

019 MOHMMaHMA 3HAUYEHMN 3alrpy3Kum no rnpoueccopy Heo6Xo4MMO 3HaTb
KOM-BO 40€pP B BalLeW cucteme:

$ cat /proc/cpuinfo | grep processor
processor 0
processor 1
processor 12
processor 1 3

OCHOBHbIE MHCTPYMEHTbI MOHUTOPWUHIA CPU:

o uptime
o top
o vmstat
o sar

N3MepeHue 3arpysKkm npoueccopa

3arpyska LM* - oTHoweHMne KonmyecTBa TEKYLLUMX aKTUBHbIX MPOLLECCOB U

MpoLeccoB B oyepeam K “moLliHocTn” (06Len npomn3BoanTeNbHOCTH)

CUCTEMDI

o 3arpyska 0,12 (12%) Ha ogHOAAAEPHOM CCTEME - MPOLLECCOoP
NnpocTamBaeT 88% BpeMeHU

° 3arpyska 2,3 Ha YeTblpexsaAepPHON CUCTEME - MPOLIECCOP 3arpyrKeH
6onee 4yeM Ha 50%

o 3arpyska 2,4 Ha ABYXS1iA€PHOMN CUCTEME - MPOLIECCOP 3arpy>KeH
MOMTHOCTbIO U eLe 20% NpoLLeccoB CTOAT B ovepenn
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YTunuta uptime

TekyLlee BpemMqa

BpemMa ¢ MoeHTa nocriegHen 3arpy3km CUCTEMbI
KonnyecTBo nonb3oBaTtenien B cuctemMe
CpefHue 3Ha4YeHUs 3arpy3Ku:

°  3a MNocnegH MUHYTY

° 5 MUHYT

o 15 MUHYT

$ uptime
20:34:33 up 10:43, 1 user, load average: 1,18, 1,26, 1,26

YTunuta top - CPU

# apt-get install top
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- > top — Konsole

®aiin MpaBka BuA 3aknagku Momynw HacTpoiika CrnpaBka

[™] Hoar axknanka 5 01 Pasgenuts okHo no eepTukann = PaspenwTe okHo no ropnzoHTann = HoBas BKIagKa C MakeToM 2x2

top - 10:32:14 up 1:23, 3 users, load average: 0,18, 0,20, 0,25
Tasks: 318 total, 1 running, 317 sleeping, 0 stopped, 0 zombie
PU(s): 8,4 us, 4,2 sy, 0,1ni, 86,9 id, 6,1 wa, 0,0 hi, 0,3 si, 0,0 st
MiB Mem : 32005,5 total, 14098,8 free, 5900,1 used, 12006,6 buff/cache
MiB Swap: 4000,0 total, 4000,0 free, 0,0 used. 24764,5 avail Mem

TIME+ COMMAND

:02.36 X

6.66 kwin_x11
dolphin
xfced-screensho
plasmashell
kworker/1:1-events
kded5
VirtualBoxVM
thunderbird-bin
VirtualBoxVM
pluma
VBoxSVC
dbus -daemon

6 WebExtensions

NetworkManager
nmbd
kdeinit5h
parcellite
akonadi_akonote
akonadi_contact
konsole
java
firefox
Web Content
VirtualBox
VBoxXPCOMIPCD
kworker/u8:2-events_unbound

7895 root
10898 egor
18273 egor
22102 egor
10931 egor

46 root
16894 egor
20569 egor
14920 egor
20518 egor
19845 egor
20487 egor
10529 egor
15257 egor

7759 root

9174 root
10882 egor
11036 egor
11181 egor
11184 egor
14853 egor
14890 100000
15055 egor
15364 egor
20472 egor
20481 eqgor
22053 root

1191496 143012 5 13,6
1442400 127776 5 7,3
1571872 126448 96516 S 7.0
818672 77596 64944 S 5,6
2700304 266944 126296 S
2] [¢] [¢]
979864 83792 67056 S
3502572 549520 443204 S
3946428 543672 227028 S
4984012 674932 571604 S
989028 99648 72636
983924 30036 19644
8960 5540 3792
2752412 246912 97072
254488 19388 15704 5
71352 6860 4468 S
73644 9972 7820 5
437628 26388 21980 S
361752 49940 44764 S
362196 51220 44044 5
1005516 106408 82008 S
4141588 328356 21752 S5
3808048 606140 235928 S
2520568 146452 113944 5
1717580 189432 114296 S
31876 11324 9028 S
2] 3] 3]

[cNocNoNoNoNoNoloBololooolNoNolololololololololololo ol

[cN ool SHoNoNolollollololol ool ool it

- : top altadm2 : bash
YTunuTta top
- CTPO4YKa - BbiIBOO Ha OCHOBE uptime

- 3 CTpouYKa - % BpeMeHun CPU, 3aHATbIM Ha:
° US BbIMNOJIHEHME MOb30BATENTIbCKMX NOt-Nice NpoLeccoB
° Sy BbIMNOSIHEHWE 33434 94pa
o ni BblINO/IHEHWE MOMb30BaTENbCKMX Nice MPoLLeccoB
o id B oXXmpgaHMm 3a0au
o Wwa oXupgaHue onepauunm I/O
o hi BbiMonHeHMe annapaTHbIX MpepbiBaHWM
o si BbIMOTHEHME MPOrpPaMHbIX NpepbIBaHUM
o st BpeMd, N03anMCTBOBaHHOE rmMnepBmnsopomM y BM (oversubscription)
- Cron6eu %CPVU - npoueHTHaa noond 1CPU, ncnonb3lyemMasa B AaHHbIN
MOMEHT KOHKPETHbIM MPOLLECCOM
- OnuUMU KOMaHAHOM CTPOKM
- -b
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AHanorwu (htop, u T.n.)

# apt-get install htop

- - htop — Konsole
@ain MNpaska Bug 3aknagkw Mogynu HacTpoika Cripaska

[} Hosar BrNagka . [0l PazgenwTs okHo no BepTWkann D= PasmenwTs OKHO MO FOPW30HTANM 0= HoBaA BKNa[Ka C MaKETOM 2x2

10.5%] 181, 879 1
: 0.12 0.16
01:26:22

6.65G/31.3G]
0K/3.91G]

10894 egor
15055 egor
10898 egor
22162 root
14853 egor
20569 egor
10899 egor
10908 egor
10909 egor
14920 egor
19845 egor
20487 egor
22167 eqor
10907 egor
10910 egor
14987 egor
15199 egor
15652 egor
20518 egor
8979 root
10931 egor
11127 egor
15154 egor
F1 F2 F3

Jusr/lib/kf5/bin/kded5
Jusr/libea/firefox/firefox
Jusr/1lib/kf5/bin/kwin_x11
htop

9 /fusr/bin/konsole

66 /usr/lib64/virtualbox/VirtualBoxVM --com

660

/usr/1ib64/thunderbird/thunderbird-bin
/usr/bin/pluma /home/egor/work/alt/altad
Jusr/1ib64/virtualbox/VBoxSVC --auto-shu
Jusr/bin/xfced-screenshooter

fusr/1lib64/firefox/firefox -contentproc
Jusr/1ib64/virtualbox/VirtualBoxVM --com

[=2]

Jusr/lib/kf5/bin/plasmashell

hilicEcEcRoNoNoNoNoNoNoNoNoBooNoNoNoNoNololol ool

F9 F10

- : htop altadm?2 : bash
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YTunuta htop
CuMynauma 3arpyskm no npoueccopy

MNcrnonb3oBaHMe reHepaTopa nceBnocnyqaﬁHblx Hymcern

$ dd if=/dev/urandom of=/dev/null &
$ yes > /dev/null &

MOHUTOPUHI UCMNOJIb30OBaHUA NaMATU

NHCTpYMEHTbl MOHUTOPUHIA NAaMATU

YTnnmTa OnmcaHwve

free KpaTKas cBOOKa O pacnpeneneHumto
NnaMaTU

vmstat JeTanbHO no BcemM nogcmncremam OC

pmMmap KapTa NaMaTu npouecca

PacnpefgeneHue naMsatm B cucteme
> [proc/meminfo

YTunura free

$ free -m

MNapameTp OnuncaHne

total BCEro B cucrteme

used MCMNONMb30BaHO NpoLeccamMmm
free cBO6OOHO

shared pasgenaemas naMaThb (tmpfs)
buff/cache OyPepHbIM 1 CTPaHUYHbIN KLU
available AOCTyrnHaga NamMaTb

-m - B MerabawTax, -h - ynoboumtaemo

YTunura free - AOCTyrnHada B CUCteMe NamM{Tb

cached

buffers
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available >7o nprMepHo free + cached

YTunuta vmstat

OTo6parkaeT CBOAKY MO cucTeme

°  Procs - NpoLecchl

°  memory - NamMaTb

°  Swap - CBOMUHI

o {0 - BBOAO-BbIBOA

o system - cuctema

o Cpu - Npoueccop

vmstat [options] [delay] [count]

o MepBas IMHUSA - CYMMapHO C 3arpy3Ku

o panble count pa3 c MHTepBanom delay cekyHa
° MO yMoOM4aHuo B 6nokax rno 1K6, -S - paaMepHOCTb

$ vmstat -SM 5 4

y520 vmstat -SM 4 5
procs memory io---- -system--

b swp free buff cache si S0 b1 bo in c¢s us sy id wa st
14087 225 11791 8] y 137 451 791 5 292 1

14088 225 11789 0 1440 2224 2 1 97

14090 225 11789 7 1505 2228 2 2 97

14095 225 11784 @ 1422 2386 2 2 97

14093 225 11784 @ 1455 2383 2 2 97
VMStat - oTo6parkeHne BbiBOAA

procs

r - KOJ1-BO npoLeccon B ovepenmn. >0 - Harpyska CPU
b - kon-Bo nNpoueccoB oxupatoLwmx /0. >0 - Harpyska Ha I/O

swap

si (swap in) — KoNM4YecTBO 6/IOKOB B CEKYHAY, CHUTbIBaeEMbIX U3 SwWap B
MnamMaTb

SO (swap out) — KonMYecTBo 6/10KOB B CEKYHyY, NepeMellaeMblX 13
MaMaTKM B swap

B npeane, 3HauyeHUs OOMKHbl 6biTb oT O go 10K/c (+/-)
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/10

bi (blocks in) — konM4ecTBO 6/10KOB B CEKYHOY, CHUTAHHbIX C AMNCKaA

bo (blocks out) — KonnuecTBO 61IOKOB B CEKYHAY, 3aMMCaHHbIX Ha ANCK
system

in (interrupts) — KONMYeCTBO NpepbiBaHWM B CEKYHAOY

cs (context switches) — KonMuyecTBO NepeKYEHN Mexay 3adadvamMm
cpu

us (user time) — % BpeMeHun CPU, 3aHATbIN Ha BbINOTHEHWNE He
NpUHagnexawmx agpy 3agad

sy (system time) — % BpeMeHun CPU, 3aHATbIN Ha BbIMO/IHEHME 3a4a4
anpa

id (idle) — % BpemMeHU B oXKmaoaHmm 3aaad

wa (waiting) — % BpemMeHun CPU, 3aHATbIM Ha oxXungaHue onepaumi /O
st (stolen from VM) - BpeM4, N03aMMCTBOBaAHHOE rMnepsmnsopom y BM
(oversubscription)

MoOHUTOPUHI BBOAA-BbiBOAA

DoctynHocTb pecypcoB ®C

OcHoBHOE:
° MEeCTO Ha OucCKe
o  Hanunyume cBoboaHbIX inodes

$ df -hT
$ df -hTi

NHCcTPpYMEeHTbl MOHUTOPUHIA BBOAA-BbiBOAA

Cpencrtso OnuncaHne

vmstat KOMIMJIEKCHAasA KapTUHaA Mo cuctemMe
iostat 6a30Boe CPeacTBO MOHUTOPUHra |/O
iotop top-NoaoOHbIN MHCTPYMEHT

Ha6op yTnnur sysstat

$ apt-get install sysstat

iostat
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mpstat

pidstat

——sss—e—eessssee—.

cifsiostat

EE———sseSE—Er——

sar

E———sees—

sadf

pE——sssess—.

flostat

$ iostat [OPTIONS] [devices] [interval] [count]

iostat sda

——————s——

OnuUMKM KOMaHOHOM CTPOKM

-t
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-P
-d
-h/-m/-k
/ostat(])
# iostat -m /dev/sd[a-g]
Linux 5.10.200-std-def-altl (host123) 10.01.2024 _X86_64_
(12 CPU)

avg-cpu: %user  %nice %system %iowait %steal %idle
3,27 0,00 1,78 5,87 0,00 89,08

Device tps MB_read/s MB_wrtn/s MB_dscd/s MB_read
MB_wrtn MB_dscd

sda 0,00 0,00 0,00 0,00 11
0 0

sdb 0,00 0,00 0,00 0,00 11
0 0

sdc 27,21 0,86 1,02 0,00 157909
186713 0

sdd 27,40 0,85 1,02 0,00 156409
186713 0]

sde 8,53 0,29 0,09 0,00 53672
15644 0]

sdf 54,01 0,69 2,77 0,00 125622
508319 0]

sdg 53,16 0,69 2,77 0,00 125618
508319 0

MHdopMaLmMa 0 3arpyyKeHHOCTU NpoLleccopa (B NpoLeHTax)

KonoHka OnucaHue

%user MCronb3oBaHKWe npoLueccopa
nporpamMmMamMmu, paboTatoLlMMmy B
MpPOCTpaHCTBe Nosb3oBaTens

%nice MCMob30BaHMeE NpoLeccopa
nporpaMmMamMmm, paboTatoLiMmMm B
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KonoHka OnuncaHue

MPOCTPAHCTBE MOoJ1b30BaTeNd C
MN3MEHEHHbIM MPUNOPUTETOM

%system MCMOMb30BaHMeE NpoLeccopa 94P0M

%iowait BpeM4A 3aTpayeHHOe Ha OXXMaaHme
3aBeplUeHna onepaLmit BBoaa/BbiBoaa

%steal MPOCTOM BMPTYallbHOIO NpoLEeccopa, NokKa

rMNepBU30P OTAAET MOLLHOCTb APYroMy
BMPTYyaNlbHOMY MPOLECCOpPY
%idle BpeM$a MpOoCTOoqA npoLeccopa

Bonbluoe 3HaueHMe napameTpa %iowait

NHdopMauma o6 yCTpomCTBax BBOOA-BbIBOAA

KonoHkKa
tps

KB_read/s, MB_read/s

KB_wrtn/s, MB_wrtn/s

KB_dscd/s, MB_dscd/s

KB_read, MB_read

KB_wrtn, MB_wrtn

KB_dscd, MB_dscd
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OnuncaHne

KO/IMYeCTBO 3aMpoOCOB Ha
yTeHMe MM 3aMnchb K
YCTPOMNCTBY B CEKyHOY
KOMYeCTBO AaHHbIX,
MPOYUTAHHbIX C
YCTPOMCTBA 3a CekyHay
KOMMYECTBO AaHHbIX,
3arnmcaHHbIX Ha
YCTPOWMCTBO B CEKYHLOY
CKOPOCTb OCBOOOXOEHWA
(discard) 6nokoB OaHHbIX
Ha YCTPOMCTBE B CEKyHAOY
(akTyanbHO onga SSD)
obLee KONMMYECTBO
MPOYMTAHHbIX OAHHbIX C
AVCKa C MOMEHTa
3arpy3Kum cUCTeMbI
KOMYeCTBO 3aMmMCaHHbIX
AaHHbIX C MOMEHTa
3arpy3Kum cUCTeMbI
KOM4YeCTBO
OCBOOOXOEHHbIX
(discard) 6nokoB Ha
AVcCKe B pe3y/braTte
BbIMO/THEH WA onepaLumm
trim (akTyanbHo gasa SSD)
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

# iostat -mxd /dev/sd[a-g]

CToNn6Lbl PACLUMPEHHOMN CTaTUCTUKM

KonoHkKa
r/s (w/s)

rkB/s, rMB/s (rkB/s, rMB/s)

rram/s (wrgm/s)

%rrgm (%wrgm)

r_await (w_await)

rareq-sz (wareqg-sz)
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OnuncaHune

obLLee KONMYecTBO
3aMnpoCcoB Ha YTeHune
(3anmcb) B cekyHaOy
KONMMYeCTBO OaHHbIX,
MPOYUMTAHHbIX C
yCTPOMCTBA
(3anmMcaHHbIX Ha
YCTPOMCTBO) 3a
ceKkyHay
KONMMYeCTBO
obbeaMHEHHbIX
3arMpoCcoB Ha YTeHuMe
(3anumcb) B cekyHAay,
MOCTaBNEHHbIX B
oyepenb K
YCTPOUCTBY
MPOLEHT 3aMnpocoB
Ha YTeHue (3anmch),
KOTopble 6binn
o6beanHEHDbI,
npexae 4em oblnu
MoCTaB/eHbI B
oyepenb K
YyCTPOMCTBY
cpenHee BpeMsa B
MUNAINCEKYHOAX
3aBepLIeHna
3anpoca K
YCTPOMCTBY Ha
yTeHume (3anumchb),
BK/1lOYaET BpeMs
oXXnaoaHma B
ovepenun n BpemMa
06paboTKM
cpenoHunm pasmep B
KnnobamTtax
3amMnpoca Ha YTeHue
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

KonoHka OnucaHune
(3anumch) K
YyCTPOMCTBY

d... aHaNOMMMYyHoO - ANg
onepauum
ocBobOXOeHMA
(discard)

f.. aHaNOrMYyHoO - ANg
onepauwmn flush
(MHMUMKMpPOBaHHaA
MPUIOXKEeHVEM
O4YMCTKa K3aLa
3anmcm)

agqu-sz cpenHsaa onmnHa
oyepenm 3anpocoB K
YCTPOUCTBY

%util NPOLEHT BpEMEHMU, B
TEYEHUU KOTOPOro
YCTPOWCTBO 6bIN0
3aHATO 06paboTKOM
3anpocoB BBOAA-

BbIBOAA
pidstat
/d
KonoHka OnucaHue
kB_rd/s CKOPOCTb, C KOTOPOM MpoLecc YNTAeT C
oncKa
kB_wr/s CKOPOCTb, C KOTOPOM MpoLecc

3anmcbiBaeT Ha ANCK
sar - System Activity Reporter

sar

$ sar -u 2 5

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

$ sar -b 2 5

$ sar -r 2 5

$ sar -n ALL 2 5 -0 net.report

$ sar -n ALL --iface=eth@® -f net.report

/var/log/sa/sabDD
/var/log/sa/saYYYYMMDD

$ sar -A

iotop
iotop

# apt-get install iotop

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

- - iotop — Konsole

@aian Mpaeka Bug 3aknagkw Mopgynw HacTpoika Cnpaeka

[} Hoean sknagka : 00 PazpenuTe okHo no BepTukanu  C= Pa3sfenuTs OKHO MO FOPW30HTaNM O Homad BKI3OKA C MaKeToM 2x2

Total DISK READ : 115.36 M/s | Total DISK WRITE : 19.99 M/s
Actual DISK READ: 115.23 M/s | Actual DISK WRITE: 0.00 B/s
TID PRIO USER DISK READ DISK WRITE SWAPIN I0> COMMAND
20556 be/3 egor 115.06 M/s 19.99 M/s 0.00 % 5.64 % VirtualBoxVM -~msgbox [ATA-0]
20604 be/3 egor 312.12 K/s 0.00 Bfs 0.00 % 0.05 % VirtualBoxVM -~msgbox [ATA-0]

altadm?2 : bash

3anycK yTunuThl iotop

N3mMepeHMe npousBoauUTeIbHOCTU BBOA4A-BbiBOAA

NHCTpYyMeHTHI OnucaHue

hdparm OLeHKa TIMHEMHOIo YTeHMA

dd OLLEHUTb TMHEMHOIo YTeHMsa/3anucum
bonnie++ ®C TONbKO, YCTapen

iozone @C TONMbKO

fio [C, ceTb, LLabnoHbl

Pa6oTta Page Cache (Buffer Cache) - 3anucb aaHHbIX Ha AUCK

3anucbiBaeM gaHHble B dann

$ dd if=/dev/zero of=testfile bs=1M count=100
$ sync

CMoTpuM coctodHme Page Cache:
o Dirty pages - He 3anmncaHHble Ha AVCK CTpaHULbl

$ watch -d -n 1 'grep Dirty /proc/meminfo’

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

Pa6oTta Page Cache (Buffer Cache) - uTeHMe gaHHbIX C AUCKA

free -m

sync

echo 3 > /proc/sys/vm/drop_caches
free -m

B P B P

free -m
dd if=testfile of=/dev/null bs=1M count=1000
free -m

* B+

Ucnonb3soBaHue hdparm

# apt-get install hdparm

# hdparm -T /dev/sda2

# hdparm -t /dev/sda2

# hdparm -W1 /dev/sda
# hdparm -WO /dev/sda

Ucnonb3oBaHue dd

Ob4azaTenbHo oTkNtovaem Page Cache
- oflag=direct/iflag=direct

$ dd if=/dev/zero of=testfilel bs=1G count=1 oflag=direct
$ dd if=/dev/zero of=/dev/sdbl bs=1G count=1 oflag=direct
$ dd if=testfilel of=/dev/null bs=1G count=1 iflag=direct
$ dd if=/dev/sdbl of=/dev/null bs=1G count=1 iflag=direct
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

MOHUTOPUHI CEeTeBOM aKTUBHOCTU

CTaTUCTUKa ceTeBbiX MHTepdencon

$ ip -s link show enp12s0

ifstat

# apt-get install ifstat

CeTeBble COKETbl B cCUCTEME

- MannoBble COKeTbI
Lé
- CeTeBble COKETbI
‘é
-  CeMencTBa COKeToB
‘é
1. AF_INET

EE—————————

1. AF_INET6

EE————————————

1. AF_LOCAL

EE———————

SS

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

netstat

—_— |

CeTeBble coeAUHEHUA Ha y3ne - netstat/ss

-a

$ netstat -atunp
$ ss -datunp

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

YTunura iftop

- iftop

$ apt-get install iftop

- root@egor-y520: /root a8 e
@ain I‘IpaElKa Bug TMownck TEpMMHaJ'I MomoLLb
1 191Mb 381Mb 572Mb 763Mb 954Mb
i 1 l 1 l =
egor-ys20 == 192.168.1.51 pPi3Mb  765Mb 301Mb =
<= 3.88Mb 10.5Mb 4.12Mb
egor-ys2e => 192.168.1.255 Bb 317b 186b
<= 8b 6b 8b
egor-y528 == gateway Bb 58b 243b
<= 8b 218b 406b B
192.168.1.255 => gateway 8b ab ab
<= 8b 183b 61b
egor-y52@ => 8b 32b 21b
<= 8b 32b 21b
egor-y520 == Bb 8b  15.68Kb
<= ab ob  46.2Kb
egor-ys52e == ob eb 345D
<= ob 8b 522b u
egor-y528 => Bb 8b 32b
<= Bb 8b 51b
egor-y52a == 8b 8b 32b
<= 8b 8b 32b
cumm: 1.18GB  peak: 914Mb rates: ppi3Mb 765Mb 381Mb =
FXB 15.6MB 12.5Mb 3.08Mb 10.5Mb 4.17Mb =
TOTAL: 1.12GB 926Mb 226Mb  776Mb 396I'-‘Ibl l
V|CI'IOﬂb3yeMaﬂ MPOnyCcKHa4d CMocobHOCTbL B iftop
foo.example.com => bar.example.com 1Kb 500b 100b
<= 2Mb 2Mb 2Mb
- cumm
- peak
- rates
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MOHUTOPUHI N OMNATHOCTUKA pa6OTbI CNCTEMDI

$ iftop -F 192.168.200.0/24

$ iftop -F port http

# iftop -P

YTunuta nethogs

# apt-get install nethogs

- root@egor-y520: /root ol Ml o)

®aiAn Mpaska Bug Mowck TepmuHan [oMmolys
- NetHogs version ©.8.5

» ]
PROGRAM JEV SENT RECEIVED -
11812 egor iperf3 etho 92324.258 1894.102 KB/sec
18352 egor ssh etho 0.042 0.127 KB/sec
8171 egor Jusr/lib64/thunderbird/thunderbird-bin etho 0.000 0.000 KB/sec
3824 egor java etho 0.000 0.008 KB/sec
2383 egor Jusr/bin/syncthing etho 0.000 0.000 KB/sec g
7256 egor Jusr/lib64/firefox/firefox etho 0.000 0.808 KB/sec
? root unknown TCP 0.008 0.000 KB/sec
TOTAL 300
B! i
]
u
i

CeTeBad CTaTMCTMKA MO NpoLeccaM B nethogs

YTunura iperf/iperf3

KnuneHT-cepBepHasa yTUNMTa, MO3BONAET MPOTECTUPOBATb MPOMYCKHYHO
CMOCOBHOCTb MeXay y3namm
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$ apt-get install iperf3

Server

$ iperf3 -s
Server listening on 5201

Client

$ iperf3 -c 192.168.1.51
Connecting to host 192.168.1.51, port 5201

[ ID] Interval Transfer Bitrate Retr
[ 5] 0.00-1.00 sec 114 MBytes 959 Mbits/sec 0
[ 5] 1.00-2.00 sec 113 MBytes 946 Mbits/sec 0

[ ID] Interval Transfer Bitrate Retr
[ 5] 0.00-10.00 sec 1.10 GBytes 948 Mbits/sec 0
[ 5] 0.00-10.00 sec 1.10 GBytes 947 Mbits/sec

[ 5] local 192.168.1.49 port 59896 connected to 192.168.1.51 port 5201

Cwnd
331 KBytes
331 KBytes

sender
receiver

YTunura speedtest (speedtest-cli)

I3aMepeHure CKoOpOoCTM JocTyna K MHTepHeT

# apt-get install speedtest-cli

$ speedtest-cli

Retrieving speedtest.net configuration...

Testing from ER-Telecom (109.167.133.254)...

Retrieving speedtest.net server list...

Selecting best server based on ping...

Hosted by DOM.RU (Saint Petersburg) [5.58 km]: 20.283 ms
Testing download speed........ ...t ennns
Download: 93.74 Mbit/s

Testing upload speed. . .......iii it
Upload: 95.22 Mbit/s
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YnpaBneHne nedatbto B OC AnbT

Moaynb 10 YnpaBneHue neyatbio B OC AnbT

OpraHusauua nedyatu B UNIX-cuctemax

BsaumMmopgencreme HpVIHO)KeHMD‘I C nNneYatTarnouwmmm yCTpOﬁCTBaMM

PostScript

PCL (PCL4/5/6)

O6paboTra 3agaHM¥ Ha si3bike PostScript/PDF

CDOpMaT co30aBaeMbIX 3adaHNIM NedaTn

GhostScript (GS)

lIpoyecc nevyatu KOPOoTKoO

1. MpunoxeHne popMmMpyeT 3agaHue Ha a3bike PS/PDF
2. GS nepeBOAUT €ro B 93blK MOHATHbIM NeYyaTatoleMy YCTPONCTBY
3. MeyaTatoulee ycTpomncTeo (1Y) obpabaTbiBaeT 3agaHMe (BbIMOAHAET

nporpamMmmy)

Cnynepbl
MevaTaowee yCTPOUCTBO
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YnpasneHue nedatbto B OC AnbT

pE——ssaeGesssse——.

MpuHTEp

pE——sss——————

CBasb Y 1 npuHTEpPa

——S———

Cnynep(spooler) - nnn cepsep neyatun

E———seeesssee—.

Criyniep Ipd

Ipd - line printer daemon

E———————————

yrpaBneHume reyaTtbto - YTUInTbl, HAYMNHaloWMNECH C /,O- Ipr, etc

Criyniep CUPS
CUPS - Common Unix Printing System

E——————

lMpoyecc neyaru ¢ UCriosIb30BaHMUEM Criy/iepa

1. MpunoyxeHne nocbiaeT JOKYMEHT B odepenb (MpuHTEP)

—————eeee

2. OxupgaHuve B odepeamn 1 nepegada 0OKyMeHTa Ha 06paboTky.

E———sesssssss—.

3. O6paboTka OOKyMeHTa QUNBTPOM.

—_— |

4. llepepada 3agaHma nedyatm Ha Y

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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YnpasneHue nedatbto B OC AnbT

NpnMeYyaHus:

o Korga npunoxeHue oTrpasnaeT oKyMeHT B PS/PDF un MY noHumMaer
PS, To dunbTp anemMeHTapeH. OH NMWb NPUBHOCUT 06pPaboTKy
3a4aHKAa B COOTBETCTBMU C 3afaHHbIMW NapaMeTpaMu.

o Ecnm npuHTEpP MOHMMAET KaKOM-TO CBOW PAaCTPOBbLIV UM BEKTOPHbIN
dopmMaT (A3blK OMMCaHMS 3aaHM4), TO BCe CTaHOBUTCA CNOXXHEeE.

o Ecnu npunoxkeHue reHepupyet 3agaHue He B PS/PDF, To Bce elle
CNnoXHee. Ho 3To 6bIBaeT peakKo.

MakeTbl noaaep)Xku nevyatu B OC Anbt
CUPS

foomatic

gutenprint

oTaes1bHble MaKeTbl C ,upaMBepaMM

# apt-cache search epson

HP - Bce npavBepa cBobogHble (NakeTbl hplip-..)

AdononHuTtenbHble NakeTbl B OC AnbT

MNakeT Copgepxxkmmoe

cups-filters 63KeHabl, PUNLTPbLI U NP, YTO HEe
noaaep>xmpaetca Apple

ghostscript TPAHCNATOP Ha He-PostScript-a3bikK

cups-pdf MNceBpo-npuHTEpP ANg cosganna PDF-
dannos

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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YnpaBneHne nedatbto B OC AnbT

MakeT Cooeprkmmoe

samba-client SMB-63keHa

gutenprint-cups ApanBepbl NpoeKTa gutenprint

foomatic 6a3a opamvBepoB OpenPrinting

hplip MakeT nporpamMm anga paboTbl C
neyaTtaroWwmMmMm yctponcrtsamm HP

hplip-PPDs nakeT c gpamnBepamm HP

[TogpobHee - cMm.

o https://www.altlinux.org/HacTtpoka_npuHTepa
o https://www.altlinux.org/Hplip

o https://www.altlinux.org/MpuHTepbl_Canon

Cucrema neyvatum CUPS

YcTaHoBKa/3anyck

# apt-get install cups

# systemctl enable --now cups
# systemctl status cups

Be6-uHTepdenc CUPS

NyHKT MeHt0O HacTponKa nevyaTm

http://localhost:631

dannbl nogaepXXKu neyatu

/usr/1ib/cups/backend

/usr/1lib/cups/filter

OpanBepbl CUPS
https://ww.cups.org/doc/postscript-driver.html

PPD - Postscript Printer Description
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Mne 6paTb MHPOPMaLIMIO MO YCTPOMCTBAM
o https://www.openprinting.org/printers

PPD-¢annbl B cucreme

/usr/share/cups/model

/etc/cups/ppd/

Ecnu He nevaraer...

O6bl4YHO NpobnemMa nogkntodeHus MY cea3aHa c OTCYyTCTBUEM
npaBunbHoro PPD-danna

MNounck no 6a3e NakeToB (HanpuMep epson-inkjet-printer-escpr)
http:/www.openprinting.org/printers

NUWN

CaunTt npoumsBoautend My
Mcnonb3oBaHue Generic Postscript/Generic PCL

Moaknwo4vyeHue npuHTtepa B OC Anbt

Moakno4vyeHue USB-npuHTepa

# T1lsusb

Bus 002 Device
Bus 001 Device
Bus 001 Device
Bus 001 Device
Bluetooth

Bus 001 Device
Bus 001 Device

001:
004:
011:
005:

010:
001:

ID
ID
ID
ID

ID
ID

1d6b:
04f2:
03f0:
Obda:

046d:
1d6b:

0003
b57e
3417
0821

co77
0002

Linux Foundation 3.0 root hub

Chicony Electronics Co., Ltd EasyCamera
HP, Inc LaserJet 3055

Realtek Semiconductor Corp. RTL8821A

Logitech, Inc. M105 Optical Mouse
Linux Foundation 2.0 root hub

YcTaHOBKa NpuHTepa B Be6-uHTepPpence CUPS

NyHKT MeHto HacTpomnKa nevyaTtum
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YnpaBneHne nedatbto B OC AnbT

http://localhost:631 I

~ | B Home- CUPS2.4M X | + X

<« > @ localhost:631 4 L & @

REUENLE AnvmuHucTpupoBadMe [pynnel  CnpaBka 3agaHua  [1puHTEpSI
OpenPrinting CUPS 2.4.11

CUPS — nogaepxMBakilan 60Nb6LIMHCTBO CTAHAAPTOR, CBOGOAHANA NOACMCTEMA NeYaTk, paspabaTsiBeaeman
komnaHweid OpenPrinting aAna onepauuoHHoi cucTembl Linux® u gpyrux UNIX®-noo6HbX onepaluoHHbIX
cuctem. CUPS uses IPP Everywhere™ to support printing to local and network printers

CUPS ansa CUPS ansa CUPS ansa
nonb3oBartesien agMUHUCTPATOPOB pPa3padoTHYUKOB
BeepeHue B CUPS Jo6aBneHne NpUHTEPOR W rpynn CUPS Programming Manual
MeyaTs M3 KOMaHAHOI CTPOKK Ynpaenexue JOCTYNOM Pa3paboTka (ounkTpoB 1 Moayneil

cnonb3oBaHWe CETERLIX NPUHTEPOB

Firewalls

CnpaeoyHuk no cupsd.conf

BHewHMn Bng Web-nHtepdpenca CUPS
Hoctyn B Web-nntepdpency CUPS

# cat /etc/cups/cupsd.conf

<Location />
Order allow,deny
Allow localhost
Allow 192.168.0.*

</Location>

Listen <hostname>:631

Hdo6asneHne npuHrepa 8 CUPS

Bo Bk1agke AAMUHUCTPUPOBAHUE HaXKaTb KHOMKY JLo6aBUTb NPUHTEP
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YnpaBneHne nedatbto B OC AnbT

~ | @ AgMuHWCTpUMpoBaHWeE - L X | + x
<« c @ localhost:631/admin w DL
OpenPrinting CUPS Hauano LT aieEECTEN [pynnel  CnpaBka 3agaHua  [puHTepel
NMpuHTEpPDbI CepBep
[| [oBaBuTs NpUHTED || HaiATi HoBLIi npuHTEp | | PenakTpoBats koHDKry paLmMoHHsIli dhaitn |
| ¥npaenexue npuHTEpamMi |
MapameTpkl cepeepa:
rpynnb| LononHuTentHLIe NapameTpel p
[J PaspelumTs COBMECTHbIIA OCTYN K NPUHTEpaM,
NOAKMYEHHBIM K 3TOIM cMCcTeMe
| fosasw rpynny || Ynpasnewve rpynnam | ) PaspelnTb Neyats U3 MHTepHeT
[J PaspelwmTs yaaneHHoe agMUHUCTPUPOBaHNe
Sa‘an nusa [ PaspewuTs ayTeHTMdMKkaumio Kerberos (FAQ)
[J PaspelumTts Nonb3oBatenam oTMeHsATs Aboe
3aflaHue(He TONbKO UX COBCTBEHHbIE)
| Ynpaenenue saganuAmy | [J CoxpaHaTb 0TNafouHy0 MH(OPMALMID B XYpHane
| Coxpanurs |

Ho6aBneHune npuHTepa B CUPS

BbibpaTb MpuHTEpP, HaXXaTb NMpPoAOMIKUTD
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YnpaBneHne nedatbto B OC AnbT

~ | @ Do6asuts mpuHTep-CLI % | + x

<« C @ localhost:631/admin/ w P 3

OpenPrinting CUPS Hauano LT anfGEECTEE [pynnel  CnpaBka  3agaHua  [puHTepel

[06aBUTb NPUHTEP

JoGaBneHue NnpuHTepa

YctaHoBneHHble NpuHTEpLI: 0 CUPS-PDF (Virtual PDF Printer)
) HP Printer (HPLIP)
® Canon E400 series (Canon E400 series)
C HP Fax (HPLIP)
HailigeHHble ceTeBblie NPUHTEpPEI:

Apyrue ceTeBble NPUHTEPLI: ' [poTokon uHTepHet-neyatu (hitps)
> MpoTokon uHTepHeT-nedyaTw (http)

) Backend Error Handler

O MpoToKkon MHTepHeT-nevaTy (ipp)

© AppSocket/HP JetDirect

) MpoTOKON UHTEpHET-NeyaTy (ipps)

O XocT unn npuHtep LPDI/LPR

) Windows Printer via SAMBA

| Mpogomswre |

penPrinting. Boe ny

[Ho6aBneHune npmHTepa B CUPS-2
3agaTb Ha3BaHME MNPUHTEPA M ero onMcaHme
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YnpaBneHne nedatbto B OC AnbT

~ | B Do6aeuTe npuHTEp-CLI % | + x

<« c @ localhost:631/admin w DL

OpenPrinting CUPS Hauano LT anfGEECTEE [pynnel  CnpaBka  3agaHua  [puHTepel

[06aBUTb NPUHTEP

[oGaBneHue NnpuHTepa

HassaHue: |Canon_E4EJE] |
(moneT cogepxaTe NG cUMBEONLL, kpome "[""#" 1 npoGena)
OnucaHwe: [Canon E400 series |
(pacwupeHHoe onucadue, Hanpumep, "HP LaserJet ¢ aynnekcHoli neuatswn”)
Pacnonoxenue: | |

(MecTopacnonoxexre npuHTepa, Hanpumep, "KaduxeT 557)

Moaknoverne: ush://Canon/E400%20series?serial=F572EC&interface=1
CoBMecTHBIA gocTyn: Pa3zpelunTb COBMECTHBIH AOCTYN K 3TOMY NPUHTEPY
| Mpogonsams |

MapaMeTpPbl, COBMECTHbIN OOCTYM
Pa3pelwmnTb COBMECTHbIN AOCTYN K 3TOMY NMPUHTEpY
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YnpaBneHne nedatbto B OC AnbT

~ | B Do6asute npuHTep-CLI x | + x

« > C @ localhost:631/admin W PL--

OpenPrinting CUPS Hauano LT anfGEECTEE [pynnel  CnpaBka  3agaHua  [puHTepel

[06aBUTb NPUHTEP

[oGaBneHue NnpuHTepa

Hazsanue: Canon_E400
Onucanue: Canon E400 series
PacnonomeHune:
MopgkntoveHne: ush://Canon/E4A00%20series?serial=F572EC&interface=1
CoBMecTHbI gocTyn: PazpelunTs COBMECTHLIN OCTYN K 3TOMY NPUHTERY
Cospatb: Canon| BriGpate gpyrytw Mogens |

" [o7: =13 18 Canon E400 series - CUPS+Gutenprint v5.3.4 (en)

Canon BJ-5 Foomatic/bj10e (recommended) (en)

Canon BJ-10e Foomatic/bj10e (recommended) (en)

Canon BJ-10v Foomatic/bj10v (en)

Canon BJ-10v Foomatic/bj10vh (recommended) (en)

Canon BJ-15v Foomatic/bj10v (en)

Canon BJ-15v Foomatic/bj10vh (recommended) (en)

Canon BJ-20 Foomatic/bj10e (recommended) (en)

Canon BJ-30 - CUPS+Gutenprint v5.3.4 (en)

Canon BJ-30 Foomatic/bj200 (en) -

unmn ucnonb3oBatk thaitn PPD: | Busepure daiin | Gaiin He seispan

| [oGaBuTE NpUHTER |

Bbi6op OpaviBepa 19 NpuHTEpa
Bbibop opaveepa gna My

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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YnpaBneHne nedatbto B OC AnbT

~ | B Do6aeuTe npuHTEp-CLI % | + x

<« c @ localhost:631/admin w DL

OpenPrinting CUPS Hauano LT aieEECTEN [pynnel  CnpaBka 3agaHua  [puHTepel

[06GaBUTb NPUHTEP

[06aBUTb NPUHTEP

MpuHTep Canon_E400 ycnewHo no6aBneH.

MapaMeTpbl NpUHTEPa

U3MeHeHne napameTpoB ripuHrepa B CUPS

Bknagka “lMpuHTtepbl”
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YnpaBneHne nedatbto B OC AnbT

~ | B Canon_E400-CUPS2.4 x | + x
s

<« > C ® localhost:631/printers/Canon_E400 w DL

OpenPrinting CUPS Hauano ApamuHuctpvpoBaHue [pynnel Cnpaska 3agaHusa RRGLHE _

Canon E400

Canon_E400 (oxxugaeT, npUHUMaeT 3aflaHusA, HeT
COBMEeCTHOro gocryna )

| O6cnymueanme v | [ AgmurucTpuposanve v|
Onucanue: Canon E400 series
PacnonoxeHue:

DpaiiBep: Canon E400 series - CUPS+Gutenprint v5.3.4 (uBeTHOM)
Moaknroverne: ush://Canon/E400%20series?serial=F572EC&interface=1
Mo ymonyaHuo: job-sheets=none, none media=iso_ad_210x297mm sides=one-sided

3apaHun

Mouck Canon_EA400: | || Mouck || OuncTuTs

lNoKazaTe 3aBepLUEHHbIE 3a0aHIA || Moka3saTb BCe 3afaHuA |

Active jobs listed in processing order ¥ ; held jobs appear first.

I3aMeHeHMe NapaMeTPoB NpMHTEpPaA
Bknapgka “3apaHuga”

NMpepocTtaBneHue AocTymna no ceTm K NnpuHTepam OAHHOM CUCTEMDI

URI npumHTepa Ha CUPS-cepBepa

http://<PC's IP>/printers/<printer's name> I

CucreMHble - > HacTpoMka neyatum

http://localhost:631/ I

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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YnpaBneHne nedatbto B OC AnbT

&S NMpunTepsi - CUPS 2.330p2 X ‘ +

< c © | @ localhost:631/printers/? ee & meoe =
CUPS.org Havano AgamuHucTpupoBanuwe [pynnel CnpaBka 3agaHus [REEES _
MpuHTEpLI
Mouck NnpuHTepa: | Monck || OuactuTe |

MpuHTep 2 M3 2.

HanmenoBaume Onucaxme Pacnonoxenne Jipaiieep Cratyc
Cups-PDF Cups-PDF Generic CUPS-PDF Printer (w/ options) OXUaaeT
1j-3055 Hewlett-Packard HP LaserJet 3055 alt9-ws HP LaserJet 3055, hpcups 3.21.2 WNE

YnpasneHue npuHtepamm B CUPS
KoHdurypaumoHHbin dann cny>x6sl CUPS

/etc/cups/cupsd.conf

AOQMUHUCTPUpPOBaHUE -> PaspelluTb COBMECTHbIN AOCTYyN K
npUHTEepaM, NOAK/NIOYEHHbIM K 3TON CUCTeMe

& cC o © | @ localhost:631/admin - ¥ moe =

CUPS.org Hauano aNNEENIanU:ERE [pynnel CnpaBka 3agaHva  [1puHTEps!

AQMUHUCTPUPOBaHME

MpuHTEpLI CepBep

| AobaBuTk NpwHTep || HaATV HOBRIA NpUHTEp | | YNpaBneHve npuHTepamn | | PejakTpoBaTs KOHGUIYPaLWOHHEIA Gain |
MapameTpbl cepBepa:

Mpynnbl

JLlononHuTenbHble NapamMeTphbl p
% PaspelunTs COBMECTHBII JOCTYN K NPUHTEPAM, MOAKMHYEHHBIM K
| AobaBuTe rpynny || YnpaBneHwe rpynnamu | 3TOW cHCTemMe
PaspelunTb neyaTb U3 MHTepHeT
Paspelwntsb yianeHHoe agMUHNCTPUPOBaHNE
SaAaH nA PaspelwmnTs nons3oBarenam oTMeHATb Noboe 3agaHve(He
TOMLKO MX COBCTBEHHLIE)
CoxpaHaTb 0T/1a404HYH MH(DOPMaLMIO B XypHane

| YnpaeneHwe 3ajaHUAMA |

| CoxpaHWTb |
YnpasneHue npuHtepamm B CUPS - COBMeCTHbIV OO0CTYM
Monb3oBaTenbckue yTunutbl nevyaTtu (CUPS)

Ip - NocTaHOBKa 3agaHMa NeYyaTr
cancel - oTMeHa 3agaHu4a
Ipstat - npocMoTp cocToaHMa odepenen

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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YnpasneHue nedatbto B OC AnbT

AOMUHUCTPATOPCKUE YTUITUTDI - yrpaBlieHNEe COCTOSTHUSIMMU

CoCTOSHMA MPUHTEPA

°  AaKTUBEH - NPUHKMMaET 3adaHna 1 neyaTaeT

o HeaKTUBEH - MeyaTaeT, HO He NPUHKMMaeT 3adaHus
o BKJIIOYEH - rne4yaTtaeT

o BbIK/IIOYEH - He MNe4vaTaeT

# lpstat -t I

cupsaccept

cupsreject

cupsenable

cupsdisable

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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YnpaBneHne nedatbto B OC AnbT

= CeoicTea npuHTepa — «nulls Ha localhost

MapameTphl CocToAHHE
NonuTuka PaspelléH
¥npaeneHue nocTyno He onybnukosaHo

MpréEM 3agaHni -
P a CM. HACTPORKK Cepeepa

MapameTphl 3343HW A OBt mocTyn

¥poBHW YepHWA / ToH
MonuTHKa

MoNMTHUEE B OTHOWEHWK oLWKBoK: HDETGpHThBEHEHHE

MonKWTKKa B OTHOLWEHKMIA ONepaLMii: MoBegeHWe No YMOAHaHIE

Jaronoeok

Ha4anbHbIA 3a3ronoBoK:

33BEpLUIAKLLMA 33roNoBokK:

OTMeHa

CocTosHMa odepenm

176

YnpaBfieHue npuHTepaMmu ¢ KOMaHAHOM CTPOKU

Ipadmin

Ipoptions

Ipg

# lpadmin -p null -v file:///dev/null

# lpstat -v

yCcTpoicTBO Anga a225-HPLJP3010: hp:/net/HP_LaserJet P3010_Series?
ip=192.168.16.29

ycTpoiicTBO Ans Cups-PDF: cups-pdf:/

yCTpONcTBO g HP-3050: hp:/usb/HP_LaserJet_3050?serial=00CNCK727325
ycTpoiictBo anga null: ///dev/null

# lpstat -t

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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YnpaBneHne nedatbto B OC AnbT

177

naaHNpoBUKWK 3anylleH

Ha3Ha4YeHUe CUCTEeMbl MO yMon4aHuio: Cups-PDF
YyCTpPOWCTBO Ans a225-HPLJP3010: hp:/net/HP_LaserJet_P3010_Series?

ip=192.168.16.29

ycTpoiicTBOo Ansa Cups-PDF: cups-pdf:/
ycTpoiicTtBo ans HP-3050: hp:/usb/HP_LaserJet_3050?serial=00CNCK727325
ycTpoiictBo ansa null: ///dev/null
a225-HPLJP3010 npuHMMaeT 3anpochkl ¢ MoMeHTa Bc 31 AHB 2021 14:10:50
Cups-PDF npuHumaeT 3anpochl C MOMeHTa Bc 24 aHB 2021 21:25:02
HP-3050 npuHumMaeT 3anpochl ¢ MoMeHTa MNT 24 ceH 2021 10:01:44

null He npuHMMaeT 3anpocbl ¢ MoOMeHTa Cp 29 ceH 2021 10:57:52 -

reason unknown

npuHTep a225-HPLJP3010 cBob6ogeH. BknwyeH ¢ mMomeHTa Bc 31 AHB 2021 14:10:50
npuHTep Cups-PDF cBo6ofeH. Bk4veH ¢ MomeHTa Bc 24 AHB 2021 21:25:02
npuHTep HP-3050 cBob6ogeH. Bknw4yeH Cc MoMeHTa NT 24 ceH 2021 10:01:44
npuHTep null OTKAKWYEH C MOMeHTa Cp 29 ceH 2021 10:57:52 -

npuMyMHa HeusBeCTHa
# cupsenable null
# lpstat -p null

npuHTep null cBo6ogeH. BkawyeH ¢ MomeHTa Cp 29 ceH 2021 11:05:39

# cupsreject null
# lpstat -p null

npuHTep null cBo6ogeH. Bk4veH ¢ mMomeHTa Cp 29 ceH 2021 11:05:39

Rejecting Jobs
# cupsdisable null
# cupsaccept null
# lpstat -p null

npuHTep null cBob6ogeH. Bkaw4veH c mMomeHTa Cp 29 ceH 2021 11:14:51

# 1p -d null /etc/passwd

id 3anpoca null-99 (1 ¢ann.)

# 1lpg -P null

null He roTtoB

PaHr Bnageney  3agaHue

1st root 99 passwd

daiin(bl)

o6wmn pasmep
4096 GanTt

Co6biTNa NneyaTtu B cucteme

/var/log/cups/access_log
/var/log/cups/error_log

HacTtponka neyatu B cpeae GNOME

MyHKT meHto HacTponkun GNOME

$ gnome-control-center

Pasgen NMpuHTepbI

AaMUHUCTpUpoBaHue OC «AnbT». YacTb 2 | ALTADM2
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YnpaBneHne nedatbto B OC AnbT

Hdo6asreHne npmuHTEPa

0o06aBUTb NPUHTEP...

Q Hactpoiiku = MpuHTepsb! Q x

Paz6 poBaTb Ansa aob MNPUHTEPOB M M3MeHeHun HacTpoek  Pasbnokuposarte...

&

O6wwin poctyn

MbIlWb M ceHCOpHaA NaHens

Cups-PDF

IIARIAIYAN . Generic CUPS-PDF Printer (w/ options)

v loTos

* B o

LigeT

ap

NpuHTEpbI

CneuwnansHele BOSMOMHOCTH

=4

KoHduaeHumaneHocTs 1 BesonacHocTb

{3 Cucrema

GNOME: lo6aBUTb NpUHTEP
BbibepuTe NpuHTEpP, KOTOPbIN HEOBXOOMMO MOAKOUMNTL, M HAXKMUTE

KHOMKy Jo6aBuUTb
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YnpasneHue nevatbio B OC AnbT

OTMEeHNTL HAobasuTb NpuHTEp
~—  E400

e LJSEB

~— CUPS-PDF-Printer

[ Q Baenme CETEBON aApec NNK HAWAWTE NPUHTER ]

GNOME: lo6aBUTb NpUHTEpP - 2

E—————sse—

Q Hactpoiiku = MpunTeps Ho6asuTb NpuHTEp... Q x
o O6wwmii pocTyn
Cups-PDF HeT aKTHBHBIX 3aAaHMiA
O Mbiwb v ceHcopHan naxens Monens Generic CUPS-PDF Printer (w/ options)
Cratyc lovos
B Knasuatypa
& User
E400 HeT aKTHBHbBIX 3a8aHKIA
© [MpuHTeps
Mopens Canon E400 series - CUPS+Gutenprint v5.3.4
Cratyc TloTos
T CneunansHble BOSMOMHOCTH
KoHuaeHumansHocTs 1 6esonacHocTs
{¥ Cucrema

GNOME: TpuHTEepP ooCTyNeH Ooada neyvyatum
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YnpaBneHne nedatbto B OC AnbT

HN3MeHeHne rnapameTpoB ripuHTepa

- KHonka NapamMeTpbl ne4vyaTtu

Q Hacrpoiiku = MpuHTepsl DoBaBuTb NpUHTEP... Q x

<5 O6wmii pocTyn
cups-PDF HeT akTUBHBIX 2agaHKii E
@ Mbiwb u cercopHas nakens Mopens Generic CUPS-PDF Printer (w/ options)
Cratye loToB
B Knasuarypa
& User
E40° HeT aKTUBHBIX 3afaHKWiA E
MpuHTeps
Mopens Canon E400 series - CUPS+Guter
. MapameTpei nevaT
atye [oToB
T CneuvansHbie BOIMOXHOCTH CeeneHus 0 npuHTepe
n u
KoHdmaeHunaneHoCTs M besonacHocT €Monb3oBaTL No yMoNHaHiie

Ypanute npuHTep
{¥ Cucrema

GNOME: MN3MeHeHWe napaMeTpoB NpuHTEpPa
HacTtpouka ne4vatum B cpeae KDE

- HacTtpounku -> NapameTpbl cucteMbl KDE6 -> NMpuHTEpbI

MpuHTEpLl — MapaMeTphl CUCTEME

Q, Mouck. = | [pwHTEpbI + [oBapuTh.. oo HacTpoWTL Cepeep MeuaTi..
] 3kpan v moHuTOp >

@ Creuvanskse BoaMoxHoCTH

MNogknwuéHHEIe yCTPOACTBA

9 Bluetooth

L] Awmckn u poTokamepei »
o Thunderbolt

KDE Connect

| |

1 B
‘ YCTPOIACTEa XPaHEHUA AaHHBIX
He HacTpoeHO HM OgHOro NpuUHTEpa
CeTh M CBA3L
Buibepute Jofoeumes npuHmep ANA HACTPOIKA HOBOTD NPUHTEPa
6 Wi-Fi M uHTepHET >

@ YuéTHule 3anuck B MHTepHeTe

BHeWWHWA B A

! OfBon
P usera v odopmnerns >
@ Texct v wpndT >

KDE: MNpuHTEpPDI

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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YnpasneHue nevatbio B OC AnbT

Ho6aBneHne nnpuHTepa

- 1o6aBUTb NPUHTEP...

MpuHTEpkEI — MapamMeTphl CUCTEME

Q, Mownck...

] kpan u moruTOp >

@ Creunanshele BoamoxHoCTA

HacTpoiika noaknioueHws NpuHTepa

NogkniuéHHbIE YCTPORCTBA

@ Bluetooth T s IHI Canon E400 series

-I—
D ek v oTokameps 5 TMpWHTEp NOAKKYEH K NopTy USB.

@ Thunderbolt “ He yaanocs HailTy pekomeHgyemsie apaiisepsl. Haxmure |
OBHOBUTE | 47A NOBTOPHOIO NOMCKa UNW BeilepUTe apaiiBep
BPYUHYH.

L}

‘ YCTPOACTBA XpaHEeHWUA JaHHLIX

KDE Connect

CeTb M CBA3L
‘ Wi-Fi v uHTEpHET >
@ YUéTHile 3anucK B MIHTepHeTe

BHelwHWi Bng

! OBon
LigeTa v ohopmaeHns > @ MokasaTb NapameTpsl 4R HACTPOIKA BpyUHYl0 | | £ 3 OBHOBUTL
@ Texct v wpndTh >

KDE: Jo6baBneHme npuHTEpa

- BblI6paTb peKoMeHAyeMbin ApanBep

- Bbli6paTb apanBep

AaMuHuctpupoBaHue OC «AnbT». YacTb 2 | ALTADM2
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YnpasneHue nevatbio B OC AnbT

= A MpuHTepsl — Ma phl CUCTEMEL

Q, Mownck...
|;| SKpaH U MOHWUTOP >

@ CneuwnansHbie BOIMOKHOCTA

[lpaiBep npuHTepa (Canon E400 series - CUPS+Gutenprint v5.3.4)

MoaxnouéHHLIe ycTpoRcTBa

° Bluetooth (®) BuifipaTe NpoM3B0AVTENA N MOAENB: Q, Mogenk NpuHTEpa...
D Juckn u doTokamepel >

== Apple =1 Canon CP-300 - CUPS+Gutenprint v5.3.4
@ Thunderboit

= Avery = Canon CP-330 - CUPS+Gutenprint v5.3.4
KDE Connect

‘ YCTPOACTBa XpaHEHUA AaHHbIX

£ Brother = Canon CP-330 - CUPS+Gutenprint v5.3.4

i I

= Canon E400 series - CUPS+Gutenprint v5.3.4

3

(5 Canon E400 series - CUPS+Gutenprint v5.3.4

CeThb M CBAZL . .
(=1 Canon E410 series - CUPS+GUIenprint vs.3.4

‘ Wi-Fi M uHTepHeT >

0B 08 OB

ﬁ] Canon E410 series - CUPS+Gutenprintvs.3.4
@ YUéTHile 3anucK B MIHTepHeTe

BHelWHW# B A ®aiAn PPD: Bribpate aiin PPD...
- Obon

+/ CoxpaHutb
LigeTa 1 odopMneHnA >
@ TekcT 1 WpngThI >

Q MNonck... = < [o6asneHue npuHTepa

I;l SKpaH ¥ MOHWUTOP >

0 CheuwansHeie BOIMOXHOCTI

MogrniouyéHHbIe yCTPORCTBa MIpWHTEp N0 yMOAUHIH

° Bluetooth I I DLW ZOCT STOMY NPUHTEP
D JMCKki U dOTOKaMEpE! 5 - Pl MpPUHUMATE 334aHIA NeYaTn
@ Thunderboit

KDE Connect

HalTy npuHTEp...
S

‘ YCTPOIACTBA XPaHEHURA AaHHBIX MmA ouepeu: [Canon_E400|

Ceriwtanat OnucaHme: Canon E400 series

‘ Wi-Fi 1 uHTepHeT > PacrionoxeHue:

9 YUETHEIE 3aNUCK B MIHTEpHETE MogknueHne: ush://Canon/E400%20series?serial=F572EC&interface=1

BHewwHWiA Bng Mpou3soauTens/Mogens:  Canon E400 series - CUPS+Gutenprintvs.3.4 (=1 Bufipars

Il o6on

LiBeTa 1 odopMIEHUA »

@ CrpaBka o MpUHTepax CUPS  CTpaHWUa YNpasneHWs NpUHTEPOM WK YCTpoHCTEoM " [oBaBuTb
TekcT ¥ WpUgThI >

KDE: OnumncaHme npuHTEpa
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YnpasneHue nedatbto B OC AnbT

MpuHTEpsl — MNapaMeTphl CUCTEME

Q, Monck. = ﬂpMHTepbl —|— JoBaeuTe... : HacTpouTs cepeep neuati...

|:| JKpaH 1 MOHMWTO) > 2 =
Cai i L LE_ BC_a:ﬂnEiUU e E:‘ Ouepefk neyatu Il MNpUOCTaHOBUTE

@ CreuwansHeie BO3MOXHOCT
MogxnwuyéHHbIe ycTpoACTBa

@ Bluetooth

'L__j Juckn u doTokamepel >
o Thunderbolt

KDE Connect

|

‘ YCTpORCTBa XpaHEHWUA AaHHLIX
CeTb M cBA3L

6 Wi-Fi n uHTEpHET >
@) YueTHbie 3anncu B MHTepHeTe

— i = -
& YnanéHHblid pabounii cton

BHew Wi BMA
! Obou

LigeTa v obopMAeHWUR >

KDE: lNMpuHTep OocTyneH ang nevyaTtu
H3meHeHHne napameTposB ripuHTepa

- KHoMka HacTpoMTb... B OKHE OMMUCaHMA MPUHTEepPa
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YnpasneHue nedatbto B OC AnbT

@ NpyHTEp

o\ BBeuTe TeKCT 47A.. CTpaHMLl,bI-paBﬂ,eJ'IHTeJ'IH, NpaBW/ia U NONL30BaTENN

Mpaswuna

MapameTphl HOCUTENA JeiicTBUE npu oLnbku: MoBTOpUTL 334aHKe

ﬁ MpaBwWna Ans onepaunia: | Mo ymonyaHuw

CTpaHWL-
pasfenuTent, Npaewna
W MoNL30BaTeNn

CTpaHu1Ub-pasgennTeny
MpeaBapALWanA CTpaHWLa-pas3genaTens:  Her
3aBeplUIaloLLan CTpaHMLa-pasgenntens: | Het

,ﬂDI'IyLLI'E HHbIE NoNbL30BaTENN

PaspelnTs NeYaTs 3ITUM NOML30BaTENAM

33npeTwa ne4yaTk 3TUM NoAL30BaTeNaM

KDE: MI3aMeHeHne NapaMeTpoB NpUHTEpPa

ApMuHucTpupoBaHue OC «AnbT». Yactb 2 | ALTADM2
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tored passwd in file: /tmpsuncpassud
IP(s): 192.168.99.108
UNC cndline: uncpassuord=UNCPUD

The UNC desktop is: localhost . localdomain:8
0RT=5980
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# alteratorctl editions
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# alteratorctl components
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Boot from hard drive

UNC install (edit to set password and connect here)
Rescue LiveCD

Memory Test

Use the T and | keys to select which entry is highlighted.

Press enter to boot the selected 0S, ‘e’ to edit the commands
before booting or for a command-line.
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setparams ‘UNC install (edit to set password and commect here)’

savedefault
echo $"Loading Linux umlinuzSKFLAUDUR ..
Tinux /boot/vmlinuz$KFLAUOUR fastboot root=bootchain bootchain=fg,altbooty
automatic=method :disk,uuid:2025-03-12-11-21-02-00 stagemame=live init=/use\
/libexec/installz/installz-init ramdisk_size=78673 nosplash loumem mpath h\
eadless no_alt_virt_keyboard uncpassword-UNCPUD [lang=$lang
echo $"Loading initial ramdisk ..."
initrd /boot/initrdSKFLAVOUR. ing
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ALT Linux P11 branch noarch (classic)
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ALT Linux P11 branch noarch (classic)
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pInstall ALT Server 11018664 |
UNC install (edit to set password and comect here)

Rescue LiveCD

Memory Test (way not work with Secure Boot

UEFT Firmuare Settings

Use the 4 and ¥ keys to select which entry is highlighted.
Press enter to boot the selected 03, ‘e’ to edit the comnands before booting or "¢’ for
a comnand-line.
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(OGHAKOMETECH C /IMLIEH3HOHHAIM COTTALLIEHHEM. ECI Bl NDHHUMAET YCIOBHS COMTALISHIR, OTMETETe «/la, 5 COMACeH C YCTIOBMAMIA» W HAXMATE «JJan

nVILI.eHGWIOHHOe cornaweHue

C KOHEUHBIM No/b30BaTe/NeM Ha NPorpaMmMHoe o6ecneyeHue ANbT CepBep 11.0 ¥ BK/IIOYEHHBIE B HEr0 NPOrpamMmbl Ans 3BM
1. Caepenus o gorosope
1.1 Yuacrhmu sorosopa

HaCTos Wil NMUEHIHOKKLI A0TOBOP (anee — AOTOBOR) 3aKTIoASTCH Mexay 000 «Basanst CTIO», NpasooNaaTenei pOTDaNHHOT obecnieveksi Anr Cepeep 11.0 (1anee — AVCTPUBYTVB), n
Monsogarenen

1.1.1. Mo/30BaTeNeM 10 HaCTORWieMy J0TOBOPY MOKET BHICTYTIATE /0GOS (IH3NIECKOE, IOPWAMUECKDR TMLO, TOCYAAPCTBEHHbii, MyHIHLLMNANsHbii OPTaH Wi WHOF X03AHCTBYIOLMH CYEbeXT
1.1.2. HacToswil nveHsHOKKbIi AOTOBOP PaspeluaeT Gessosmes Hoe ycnonb3osakie AVCTPUIBYTUBA dusniecym niuaw.

1.1.3. HaCTOs LM NMLEHIHOHKLIT AOTOBOP Pa3PeIaET HCNOMk30BaHMe AVICTPYIEY TVIBA pHAHECKMA THANH, TOCYARDCTEEHHEIM, MYHULNANHAIMIA ODIaHAMA W WHIMN XOIAICTEYIOLIMM CYBLERTaMM,
KYMMBLIAMA THLEH3NY (W1 3aKTHOUMELIMM /WLIEH3HOHHbI AOTOBOD B MCKMEHHOM WIW 3NeKTPOHHOR (ODE).

12.Mpeer gorosopa

Hacrosuwii f0rosop perynupyeT npaa Mons3osaTens a ucnonsosanite AVICTPYBYTUBA, a Talke BUIOuHHbIX B cocTas AVCTPUEY TUBA OTaebHLIX nporpann 7 3BM (nanee - POTPAMMbI) 1 apyri
DE3Y/ILTATOR WHTE/VIENTYabHO/ ACATEBHOCTH 1 CPE/ICTE MHAMBHAYANM3ALIH B OGLEME, YKA3aHHOM B HACTOSILEM A0T0BOPE.

1.3, 3akH0ueHHe 40T0BODA.

HacToRwui 700BOP ABNAETCH A0T0BOPOM 0 NPE/IOCTABNEHIH NPOCTO (HEVCKTIOWITeHOT) NLEH3M Ha UCons30Bakke AVICTPUIEY TUBA (1paBo Ha YCTaHOBKY, SaNYCK U HEMON30BaHHE DYHKLIOHANLHOCTH 110 B
‘COOTBETCTBMN C 810 e eBLIN HasHaUeHIIeN Ha TEPPTOPHI BCETO MVIDA U B TeUHHE CPOKa, YKASHHOTO B ILIEHSHOHHSIX AOKYMEHTaX), 32IUT042ENsIM B YIPOULEHHOM NOPAEe (10T0BOp pHCOe HeHis). Hauarno
vcnons30gass AVICTPYEY TUBA TT0Nk308aTe/IEN, K&K OHO ONEASNHETCH YKA3AHHKINM YCOBMMK, 03HAUAET €0 COMACHE Ha 3aKKOUSHE A0T0RODA. B ITOM CIYae MHCHHMeHHAs (DOPHA AOTOBOA CHATAETCA
coBMI0AGHHOI.

1.4, Mepepjata npas TETHM WMLAN (cyGTMLIEHSHOHHSIH 0T0BOP)

B HACTOLLIEM /10TOBODE OMpefieneHs! MPasa KoHeUHLIX NoN30BaTeNeii. Mpaso Ha pacnpocTpaKeHye IVICTPYEY TYBA NepeAasTeA TOMKo (HSIUECKIM WLAN A7 Nepeiaun APyTM (UMUK A,

(CUICTeNHbIM UHTETPATOPaN, AYCTPHGHOTOPaN 1t OEM-PONSBOAUTENAN /1A NIONyeHUR NPaB Ha PACTIDOCTaKeHHe CreflyeT 06pauaThen 8 000 «Basans CTO» no aapecy sales@basealtru A1a sakoueHis
TUCHMEHHOTD A0T0B0pa.

2.Mpasa snagentua sxsemnnapa AUCTPUEYTUBA
2.1.Mpasa wa AUCTPUEYTME

LVCTPVIBYTIB COAEDAUT KaK CEOBOAHSIE, Tak i HECR0BoaHkI2 MTPOT PAMMBI. Ha pacnpocTpaneHie HeceoGonHkix MPOT PAMM & CCTase AUCTPHGYTHEOR 00O «Basanst CTIO» nonyeHs COOTBSTCTEioLMe
haspewenys 1pazoo6: i iexat 000 «bazansr CIIO».

cnosusm





8/12: Hactpoiika ceti

WTepdeiical

ViTepceiic: enp0s3

P —

Kongpurypauns:

systemd-networkd
1P-appeca: KOHTPONMPY

HoGasms 1 P

LWrios i ywonuakio:

DNS-cepseps:

Bovess{ noncra V| 3anycars kTepdeiic npw samyaie ncres

[ ——

aityy (I | <asen ] e ]





5 KnuenT ygan&hHoro pasouero crona Remmina
Remote Desktop Client

wr - |

Hasmawne v [pynna  Cepoep  Mogyne  Lastused

Beero 0 nogaiovenui.





3/12: flava u Bpems

saperon
e — —— —

BuiGepuTe uacosoii nosc:

Mapi (+0
Mogropuua (+

p:
Pura (+03
P (+

Car-Mapito (+0

‘XpanwT, Bpens's BIOS no Mpuyemsy

Teryiiee spens: ycTaHaBMBAETCA aBTOMATHMECK!





3/12: flava u Bpems

base,

Bui6epHTE pervoH:

ButGapifs cacosoR s V| Monyuars Tousoe spens ¢ NTP-cepeepa:

Mocksa (+03) Pasoras kak NTP-cepeep

anpens, 2025

XpanuTs Bpens s BIOS o Fpuyeusy.

Teryiiee spens: ycTaHaBMBAETCA aBTOMATHMECK!





® 0630 I\ Yeranosneno < 06Hosnenws
P

< P >
IP Lookup

Haxopure ichopwauymo npo IP agpeca

S ._
-





e P

Moapobroct  Wpewtudwkauus  IPv4  IPV6  BesonacwocTs
CopocTh nepenasit aarikbix 1000 M6UT/c

Pv4 192.168.0.196

Anpec

Anpec IPv6  fd47:d11e:43c1:0:a00:27fF:fe2b:b02
e80::200:27ff:fe2b:b02

Annapathbiiianpec 08:00:27:2B:0B:02
192.168.0.1

ONS 192.168.0.2

MoakniouaTbCA aBTOMATHYECK

CAenaTs AOCTYHLIM A1 APYTIX MoNb30BaTENel

TOPHHUMPYEMOE COBRNENHE: BOSMONNN OTPIHMYEHIS OGVEMa ASHHLX 1 ACTIOTHHTENbHbE PACKORH

YaanuTs npoduns coeaunenn





Protective MBR

Primary GPT

MepBuYHbIV pa3gen 1 (Partition 1)
Idevisdal

Primary GPT Header

Entry 1 (128 6aiiT)

MepBuYHbIV pa3gen 2 (Partition 2)
Idevisda2

Entry 2 (128 6aliT)

Entry 3 (128 6aliT)

Entry 4 (128 6aliT)

OcTaBlumnecs pasge/bi

Secondary GPT

Entries 5-128





(e}

root@plisrvot: froot

[sysadminep11sTvol ~]$ id

uid=1000(sysadmin) gid=100@(sysadmin) rpynns=100@(sysadmin),1@(wheel),14(uucp),1
9(proc),22(cdrom), 36 (vmusers), 71(floppy) ,80(cdwriter),81(audio) ,83(radio), 100 (us
ers),940(usershares),943(camera), 951 (fuse), 960 (xgrp) ,961(scanner) 986 (video)
[sysadmin@pllsTvol ~]$ su -

Password

[rootepllsTvel ~]# id

uid=0(root)

gid=0(root) rpynnwi=0(root),1(bin),2(daemon),3(sys),4(adm),6(disk),10

(wheel),19(proc)
[T00t@p11SIVOl ~]#




4112: Moprovosxa ancka

BbiGepHTE TPyl AVICKOB 415 HCTIONs30BaHIS Hocrynisie pyckn

vda vda [| 1MB 13 50 GB caoGonHo

BuiGepuTe IDODN:

O Yeranoaka cepeepa [Tpe6yercn 28 GB]
Boyuyio

MapaveTps!

OMICTUTL BHIGPaHHbIE AYCIH NEPe/i MPHMEHEHMEM APOGHNA

TIpe/yIOXIITS CABNATS 1OH H3NEHEHNS NOCTe NpHMeHeHUR PO

IE





4112: MoproToska ancka

Vs Paswep [C060240] | Qain0Ean CHCTENa | TOuKA MOHTDOBAHWA ONLA MOHTHDOBAHNS
BUFS
~ Disks
- @wia 5068
() vdal 3918 MB[3918 MB] ¥ SWAPFS
(3 vda2 46 GB [46 GB] Ext¢ relatime
IMSM
M
RAID

I





base,

5/12: YcTaHOBKa cUCTEMbI

LOnonHUTNbHEIE NIDWIONEHAS.

B MToazeDHa ynpasnens uepes Web-WTeDmenc

Tpeyenoe wecTo Ha Aucke: 2122 M5,
M Noxaskizare cocras mpynne

e




5/12: YcTaHoBKa cUCTEMbI

base,

alt \1

LINCTPUBYTVIE «AnbT CepBep» BKNIOUEH B PEecTp pOCCUICKOro
NporpamMMHoro obecreuerits (Homep B Peectpe 1541).

* [lokymentaums basealtru

YCTaHoBKa NPOTPaMMHOT OGecrieu

/IIIIIIIIIIIIIIIIIIIIIIIIIIIIIII/VII/II/I/I/I/I/ |

‘3aIDyaKa HH(ODNALAN O NakeTax.

IE [ ] ]





[o} sysadmin@p11srv01: /home/sysadmin

[sysadminepl1sTvol ~]$ id
uid=1000| sysadmin) gid=100@(sysadmin) rpynns=100@(sysadmin),1@(wheel),14(uucp),1

9(proc), 22(cdrom), 36(vnusers), 71(floppy) , 89 (cdwriter) ,81(audio) , 83 (radio) , 100 (us
ers), 940 (usershares) 943 (camera) , 951 (fuse) , 960 (xgIp) , 961 (scanner) , 986 (video)
[sysadminep11srvol ~]s |




7112: Yeranoska sarpysunka

base,

Yerpoiictso:

@na owicTuTL NVR
npetus

EFI (3717 cuenis)

He

Mapo, wa arpysunk (une non3osarens: boof)

I YoraosuTe wnw cpocuT naponts





8/12: Hactpoiika ceti

s xomnsorepa: ETERE

WTepdeiicat

enpls0 Ceresan rapra:
nposog nozcoe e

MAC: 52:54:0037:cbrb7
VikTepaeiic BKTIOUEH

Bepcus nporoxona IP: (IFJRd) B Brnouwnrs

cronkaogatk DHCP.

Kongpurypauns:

1P-ajpeca

LWrios na ywonuakio

Howensi nowcia

[lONO/HHTENHO.

IE





9/12: ApmuHmCTPaTOp CHCTEMBI

e s
B Cospars aeTomaraveckn
Y - )
[ —————————————————————————





10/12: CucTemHbIii nonb3oBaTent

base,

Hosas yuéTHan 3anvice nofssosatens

Vs,

Hacrosisiee i

Mapons: I Cosgars asromatnueckn

(soesiie dpas)

Gosropure pasy)
I AsTomaTHueckHii BX0A B CHCTEMy.





LienTp ynpasnenus cuctemoii
nanan P Pexum akcriepra X Buxoa

Penus 3arpyxeHHoro sapa; 6.12.21-6.12-alt1

Tvn sarpyxetHoro sgpa (flavour): |6.12

Bepous sarpyxensoro agpa:  [6.12.21

YeraHoanensie sgpa: [6.12-6.12.21-alt1 ~

Cgenath 5p0 3aTpyXacHLIM N0 yMonaHMI0

ESa——

U0 CAnaT AP0 3ATPYXAEMEIM 110 YMONMaHYIO, BLIGEDATE Xenaemyio Bepcuo
B CIVICKe Bbille U HAXWITE KHOMKY 'CA@NTS AAPO 3TPYKAEMEIM 10 yNOHAHMIO)
Tlepesarpys/Te KoM HoTep, 4ToBb! 3ArpY3UTLCA C BHIGPaHHEIM FADOM.

68T AApo..
ESa——

Uro6eiyo

(4TOBbl YCTaHOBUTE MOAYA HyX4a NOCTEAHAR BEPCUR TAPa).

MaKeToB AOCTYMHBIX
V1 MOXET 33HATL HEKOTOPOE BPeN (33BUCHT OT CKOPOCTH UHTEpHETa).

x

@crpana
apo sarpyxaewoe 1o yuonszswo;
6.12.21-6.12-alt1

YcTaHoRneHHbIe MOAYIN
drm
staging
nvidia
rtigg12au

Yaanute mogyne




4 12/12: Unchopmaums: 0 3aBepIIEHNN yCTaHOBKM

YcTraHOBKa 3aBeplueHa!

Bnaroaapum 3a BbiGop AnkT Cepsep 11.0.
TToAPOGHIE CEe/IeHIR 06 YCTaHOBNEHHOM CHCTeMe AOCTYHbY

* & KOMAHAHO# CTPO!

$ alteratorctl susteminfo
« & rpadmueckom pexume & Liewtpe Ynpasnenus Cucremoii:

B pasgene «CHCTENa> — «O CHCTENE» ~ BKANKa <VIHDOPNALIS O AUCTDHEYTHEE.

AoKyMeHTauvs
S0}

CBoGogHbIe NPOrpamMMLl 4N CBOGOAHLIX Moaei.
©000 "BAATIST C1IO" 2016-2025. Bee npasa sauueHs.

basealtru | altinuxorg





LienTp ynpasnenws cuctemoii

4] |2 Pexum sxcnepra | X Beixog

- Cucrema

llatavspens  CucTemsisie XypHans!  CuCTemHble CyxBsi  OBHOBREHve CuCTemb  VHOOPMALWA 0 AUCTPUGyTUBe

Tpynnossie nonuTvkn  CeTeable katanor  3arpysuuk Grub  /IveHsMoHHsI 40T0BOp  Ynpasnenyie Kniouawin SSL

@ crpasxa

‘ MporpammMHoe o6ecneueHune

YcraHoaka nporpau

OS Monk3oBatenn
b

Vicnons308aKWe AUCKa  AQUWHUCTDATOP CUCTeNb  AYTEHTUWKALAS _TIOKanbHSe yueTHbe Sanvch

[«
@ eTh

Ethernet-yTepdeiicsi PPTP-coeauien  PPPOE-CoRgueHnA  OpenVPN-coegnHenus

- Ipaduueckuii nHTepdeiic

Avcnnei

x




Jarpysxa c wEcTKOrO AMcKa

LiveCD
LiveCD ¢ NOAREPHKOA Ceancos
CnacatensHbin LiveCD

Change language (press F2)

Tect namaTh

A% 3aNYCKa CUCTEMb BHBEPUTE NUHKT Mewo W Hammute Enter.
Anst penaxTMpoBanus Mewo Hammute E. flnw Bexosa - Esc.




LiveCD
LiveCD ¢ NOAREPHKOM Ceancos

CnacatensHbin LiveCD

Change language (press F2)

TecT namsTM (MOMET He paBoTaT B pewume Secure Boot)
OBonouxa UEFI (MowerT He paBorats B pewume Secure Boot)

Napamerps Mukponporpammsi UEFT




@

Mpousowna oww6Ka Ny KonMpoBarum «my_file».

Mpov301una owwEKa Mpu KOMpOBa+HUW Gaiina 8 /home/user.

S Mopobiiee

Mpov301una owwGKa Mpu oTkpLITAN daiina «/home/user/my file»: Mpestitiena AMCK0BaA KEOTa

Ormena MponycruTe





AnbT
Pa6ouas ctaHuus

5/13: NoAroTosKa Aucka

'Bui6pUTe TPy AMCKOR 415 MCTONL083HUS Rocryntsie gnckn

vda vda [] OMB 1350 GB ceoboHo

BuiGepute npoguns

O VcratosKa paGouei cranu [Tpe6yercs 18 GB1
VcTaroeKa paboued craHum (BErFS) [peGyerc 18 GB 1
BpyuHyio

Napawerpe
(@ o eniBpariisie Ak nepeanpUMEHeHem npoGUAS

&) Npemoxs cenars wow M3weHeHUR NoCTE npAMEHeHNA TpOGunA

£ cm





5/13: NoAroTosKa Aucka

Vius Pasuep [ca06oHo] | Daiinosan cucrema
BrFs
~ Disks
v @vda 5068
(33 vdal 7837MB[7837MB] ¥ SWAPFs
() vda2 42GB [42 GB] Extd
» @vdb 2068
M
iy
RAD

Touka MOHTMpOBaHMA

Onuwn MoHTMpoBaHMA

relatime

Anbt
Pa6ouan cTanuus





5/13: NoAroTosKa Aucka

Vs Pasuep [ca060Ho] | Daiinosan cucrema
~ Bufs
~ 3 vda2 42GB [42 GB] BUFS
Be
) ehome
~ Disks
- ©vda 5068
(D vdal  7837MB[7837MB] ¥ SWAPFS
[Dvda2  42GB[42GB] BUFS
wism
iy
RAD

Touka MOHTMpOBaHUA

Onuwn MoHTMpoBaHMA

AnbT
Pabo4asa cTtaHLma





LienTp ynpasnenws cuctemoii x

Closrosums Cneperniounscs va crapyio sepanio (D) Cnpasia

Tpynnossie nonuTuki  [lata v Bpems  3arpysunk Grub  V(opMauws o aCTpu6YTHBe
TIMUEH3MOHHbIT AOTOBOP O CiCTeMe  OBHOBNEHME CHCTeMsl  CeTesbie KaTanori
CuCTemHbIe KypHANbl  CUCTEMHBIE CTyXEs!  YnpasneHue Kniouamy SSL

© 1, Nonbzosatenu
Qb

ABMUHUCTPATOp CHCTeMbl  AyTeHTUdMKaUNA  Vcnonb30sanye ancka  TokansHbie yETHbIE 3anuck

O CeTb

Ethernet-niTepceiicei  OpenVPN-coennnenus  PPPOE-coeurienna PPTP-coeantenys

B8 rpa¢uueckuii untepdeiic

Avcnneit

‘ KOMMOHEHTBI 1 MpUnoxeHus

APT RPM Repo Ynpasnemue KOMMOHEHTaMM

‘ MporpaMmHoe o6ecneyeHne

YeTatoska nporpah





Master Partition Entry (16 6aiir)
Master Partition Entry (16 6aiir)

Master Partition Entry (16 6aiir)

Mepanunii pasgen 3 (Partiton 3)

Idevisda3

Pacuwnpentbii pasaen
(Extended Partiion) Idevisdad.

OXS5AA (2 Gaiita)

Tormueckwii guck 1 (Logical Disk 1)
Idevisdas

Tormueckwii guck 2 (Logical Disk 2)
Idevisdas

Master boot record (MBR)
Stage 1 Stage 15
bootimg. 1 Boot Track core.img
446 GaiiT 31K6- M6
Mepeiussii pasaen 1 (Partiion 1)
Idevisdal
Master Partition Entry (L6 6aiir)
Mepeiusii pasien 2 (Partiion 2)
Idevisda2
Stage 2
Ibootigrub





=2 6 %

Hacrpoiku

Wi-Fi

Cems

Bluetooth

Avcnnen
T

Muranne
Mrorosagasocts

BHewnuii sun

Mposoaroe

Moakniouero - 1000 Mut/c

He Hactpoero

Mpokeu

R Npoxen

Brikniowero >





v | B 127.0.0.1:8080 x|+

€ 5 C  ©Hesawnwero heps://127.0.0.1:8080

Cucrema
Howen
Lata v spews
CheTensie MypHanL!
CheTentie cnyxGs
O6HoBNeHWE CHCTEMS!
BeG-unTepgeiic
Tpynnossie nonuTikn
3arpysuik Grub.
BhINTIoveHYIE KOMTLIOTEDa
Ynpasnenue kniouawm SSL

LieHTp ynpaBfiieHus CUCTEMOIA

Cepaepet
DHCP-cepsep
Cepeep oBHomnesii
ONS-cepeep

Monk3osarenu

Vicnonkaoeakie ancka.
AMHHHCTPATOp CHCTeNs!

AyrenTidmKaLMR
TokansHsie yueTHsle sanuci

Cer.
Ethemet-uurepdeiic!
PPTP-cospHenin
PPPoE-coepuHenun
OpenVPN-coeamHenia








AnbT KomnoenTs! x

aiin Bun UHcTpymenTsi Momouws

e Onvcarme: Naxers

Vv docs-alt-server

* @ owmermaunn KomnoHeHT alt-server-docs

£ [llokymenTauns AnbT PaGouas cTan
JlokymenTauus AnbT Cepsep [loKyMeHTauus Ansi NpOAyKTa AnlbT Cepaep.
V! & NlokymenTauns ans agpa
» B 77 ViHdpacTpyKTypHbIe peweHns
~ @ 77 Nepudepmiirble ycTpoiicTsa
» B 7 VHcTpyMenTsl ans USB-ycTpoiicTs
» || 7 MNopcuctema annapaTHbIX TOKEHOB.
» || ¥ Noncvctema nevaty
» || 7 Noncucrema ckaHmposams
» B 77 Npunoxenms
~ @ 7 Cucrema
» @ 7 Arentel
» @ 7 BesonacrocTs
» @ 7 Mpacumueckas nofcuctema
» || 7 InarHocTuueckme MHCTpyMeHTS!
» B ™7 3arpyska
» B %7 VIHCTpyMeHTbI ynpasnenus ceTbio
» B 7 OcrosHble cUcTeMHbie MoayM
» B 7 Cetesas noacuctema
» B 7 CuHXpoHu3aLms BpeMenn
» v/ BT Cuctemrble cnyx6el
» B BT Cuctemrble yrunmTs
» B 77 YnpasneHve 6ecnpoBoaHbIMM yCTP.
» B 77 YnpasneHue 604HbIMU YCTPOIACTBA. ..
» B 77 Ynpasnenue mynsTumenna
» B 77 YrunuTsl apxusaunn
» v/ BT daiinosas noacuctema
» v B3 fgpo v mogynm
» || 7 Cpenctsa paspaboTku
» [ B3 Cpenbi ucnonHenms

Bcero HaiigeHo kommoweHTo: 383 C6pocuTs || Mpumerurs




n

0 mions 1.

® 0630p I\ Ycranosneno

Tpebyerca nepesanyck

O6HoBAEHMS CUCTeMbI

LibreOffice Base

Xwayland

AnbT Pabouas cTanuua K - ceenenma

IlokymenTsi

Hacpoiixa NVIDIA

0 P OEO

Cnpasia
m

206H0snenna

Mepesanycruts u 06HOBUTS...





~ | @ Anmusnctpuposanmne - ¢ X | +

Mpynnbi

€« c @ localhost:631/admin Y A a
OpenPrinting CUPS  H: PN el [pynnbi  ChipaBka  3agaHua  [MpuHTepl
AAMUHUCTPUpPOBaHMe
MpuHTEpbI CepBep

| PenaxTiposars koHdurypauytonHeii chaiin |

MapameTpbi cepsepa:

Honorwumentie napauerpsi»

[ Bosasms rpynny || Ynpasnenwe rpynnamm |

3agaHus

OBMECTHIif OCTYN K NpUHTEPaM,
nonmumeum,m K 310/ cucTeme
() PaspelunTb NevaTs U3 uHTEpHET

pel
0 PaspewnTs ayTexTudmkaumio Kerberos (FAQ)

| Ynpaenerwe sapanwsmn |

O Paspey OTMeHATS Nlo6oe
3a/jaHHe(He TONLKO UX COBCTBEHHbIE)
) CoxpaHsiTh 0TNaA0HHYI0 MHCDOPMALIWIO B KypHANe

[(Coxparms |





AnbT
Pabouas cTaHums

3aBepeHo 61%

YcTaHoBka 06HOBNEHNIA. ..

He sLikniosaiiTe KOMMLOTED





BIOS-chCTeM! UEFFcncrems:

KoaBIOS (112Y) Koa UEFI (13Y)

Koasamysuna s
MBR

3arpyswik GRUB2

I

Agpo Linux

I T

O6pas nitramfs.

A R

Chetena uhumanusau SystemD

Koaws M13Y wa cricrenwoii nnare Hawiaet
BHNONHATLCR NPW Nojjate NMTaHWR Ha NPOLECcop

BHINOHAET O6HapyXeHHe 1 3anyck
TI0/IHOLIEHHOTO 3ATPY3UKa ONepAUOHHOI CHETeN!

‘OToGpaaeT 3amysouHoe HeHo,
3arpyxaeT AP0 Linux v initramfs. 3anyckaer spo.

VHMLMANMIHPYET OCHOBHEIE HAEDHEIE (YHKLUK,
WOHTUpYeT initlamis

‘CoAepXHT HEOGXOAMMBIE 15 ABHHOTi CHCTeNbl MOV AAD.
MOHTUpYeT KopHeB0ii pa3/ien, 3aNyCKaeT CHCTeNY MHILIMATHSAU

Mepesii npouece user-space (PID=1). 3anyckaeT cepeC-ioHNTL
3anycKaeT BMPTYa/LHble TEPMIHAN 1 IDaBHUECKYIo 060710





Master boot record (MBR)

Volume Boot Code (446 6air)

Master Boot Code (446 6aiir)

Master Partition Entry (16 6aiir)

Master Partition Entry (16 6aiir)

Master Partition Entry (16 6aiir)

Master Partition Entry (16 6aiir)

MycTbie cextopa Nel - Ne2047

Mepanunii pasgen 1 (Partiton 1)
Idevisdal

Mepanunii pasgen 2 (Partiton 2)
Idevisda2

Mepanunii pasgen 3 (Partiton 3)
Idevisda3

Pacuwnpentbii pasaen
(Extended Partiion) Idevisdad.

Volume Parttion Entry (16 6iir)

Volume Parttion Entry (16 6iir)

Volume Parttion Entry (16 6iir)

Volume Parttion Entry (16 6iir)

OXS5AA (2 Gaiita)

OXS5AA (2 Gaiita)

Tormueckwii guck 1 (Logical Disk 1)
Idevisdas

Tormueckwii guck 2 (Logical Disk 2)

Partiton Entry -
3anuce TaBAL pazaence Idevisda6
(16 6aiir)
Onar (1) Havano CHS(3) | Twn(L) | Kokew CHS (3) | Havano LBA(4) | Paawep(4)





Protective MBR

Primary GPT

Mepanunii pasgen 1 (Partiton 1)
Idevisdal

Stage 15
coreimg
31K6- 16

BIOS boot parition
Idevisda2

Pasgen oot (Wi )
Idevisda3

Octasumecs pasgensi

Stage 2
Ibootigrub

Secondary GPT





/letc/nsswitch.conf

hosts: fles dns
T CepsepDNS  Cepaep DN
Jete/hosts = =

127.0.0.1 my-server localhost
10.0.0.1 server server.domain.com

10023 8.8.8.8

Jetc/resolv.conf €————] T
nameserver 10.0.2.3 —————
nameserver 8.8.8.8 —————

domain avalon.ru
search spbstu.ru politech.ru





B 99%

«~ @ >

. nPOBOAHbIe noakno4YeHus
&% Mposoaroe OTKnIoUHTE
HacTpoiiki nogrnioens

PexuM nuTanus

[

B O en 0r2imepra 1701 % & B

© Temnuiii cuns





LlenTp ynpasnenus cucremon

®lMnaBHas ™Pexum skcrnepTa XBbixog

YcTpoiicTBo: EFI (pekomeHayeMmslit)
Maponb Ha 3arpy3yuk (MMs nonb3oBaTens: boot)
v YCTaHOoBUTL 1AM c6pocnTb Naposb

YcTaHoBUTb| C6bpoCUTL

@Cnpaska

4 |(BBeauTe dpasy)

< | (nosTopuTe dhpasy)





RAID 6

]

RAD
“yonrponnep®

o 2 3

ook | BlokAN |
((BiockBl | || [PariyB1 ] || (Ppariyez | (Biocken] | | [(Biocken
[(Bockcl | || [Biockez | || [ pantycy | [Pariycz | || [ Blocken |





Anbt
8/13: YcTaHoBKa 3arpysumka @ PaGodan cTaHLMa

EFI (cHauana ouncruTs NVRAM)
EFI (3anpemurs 3anvic 8 NVRAM)
EFI (419 CEMHLIX yCTPOWCTE)
He yCTaHagnvgaTs sarpysdu

Mapons Ha 3arpyaawk (WM nonk308aTens: boot)

@ voravosue wan c6pocuTs napons

[coseseses o [0





A root@egor-y520: /root CICNC)

®aiin Mpaska Bua Mowck TepwnHan MoMous

-~ NetHogs version 0.8.5

11812 egor iperf3 etho  92324.258  1894.162 KB/sec

10352 egor ssh etho 0.042 0.127 KB/sec
8171 egor /usr/1ib64/thunderbird/thunderbird-bin etho 0.000 0.000 KB/sec
3824 egor java etho 0.000 0.000 KB/sec
2303 egor Jusr/bin/syncthing etho 0.000 0.000 KB/sec
7256 egor /Jusr/1ib64/Firefox/firefox etho 0.000 0.000 KB/sec

? root unknown TCP 0.000 0.008 KB/sec





Grub Customizer x
@aiin Mpasuts Bun Cnpaska

& CoxpanuTs = Ypanuts 7 e ¢ BoccTaHoBMTL

TIPOCMOTPETS HACTPOJiKN  OCHOBHBIE HACTPOIKA  HaCTpOliki ocpopmeHys

& ALTWorkstation 11.0

nywir o | expun: linu

- £ Advanced options for ALT Workstation 11.0
T noaweno
ALT Workstation 11.0, vmlinuz
@ !
yeie weso | crpun linux
& ALT Workstation 11.0, vmlinuz (recovery mode)
= nywr merio | crpunt: linux
& ALTWorkstation 11.0,6.12.21-6.12-alt1
yeie weso | crpun linux
ALT Workstation 11.0,6.12
@ !
yeie weso | crpun linux
UEFI Firmware Settings
nyeier weso | crpun: uefi-firmware
Memtest86+-7.20
iy et | cpuAT: memtest
& Memtest86+-7.20 (may not work with Secure Boot)

T wero | crpun: memtest




Vs komnsioTepa: (altwksL.courses.alt

WiTepdence

Ceresas kapra: Intel Corporation 82540EM Gigabit Ethernet Controller

nposoa noacoeaHEH

MAC: 08:00:27:50:cf.01
ViTepdeic BKTIOHEH

NpumenuTs | | Copocuts

WTepdeirc:

CeTesan noAcucTema:

3anyckas unTepdelic npw 3arpy3ke cucemsi| NetworkManager (native)

He koHTpoAMpyeTC

DNS-Cepaeps

Ioversi noucka:

esorlov.ru

(eckoneko suavenni sanncusaiorcs <EHESMENEEN

[aanms |

| o6aenTs

|mononsmrensro.





B 99%

(@ Pexum nutanns

CanancuposanHbii

© Temuuiii cruns

]

en

M7, 21 wapra 17:01

HEeB




B 99%

. WiFi

4 Space2

P

a Space3
%4 RT-GPON-6F38
%4 TP-LINK_6F31C4

% TP-Link_Extender

PexuM nuTanus
[

© Temnuiii cuns

B O en 0r2imepra 1701 % & B




VNC Viewer: Connection Details

WG server[192.168.0.104

[Comoreer | [ ot [(sveres

o) [ comeat ] [[comest )





]

RAD
“ontponnep*

o 2 3





3MEHWTb MOAKMHEHH e

UMs npoguna
YcTpoiicTso

= ETHERNET

7 KOHOUTYPAUMS TPV4
Anpeca
<flodasuTs

<Ypanute>

o> |
Cepseps DNS <[106aBHTH
Iovert noucka <[106aBHTs

[ ] He Wcnonb3osath 3Ty CeTb ANA MapupyTa Mo yMONUaHMo
[ ] UrHOpUOBaTL aBTOMATUMECKM MONyueHHHE MapupyTH
[ 1 UrHopuposaTs asToMaTudeckM monyuentsie napaMeTps DNS

[ ] TpeSosaTs anpecaumo IPV4 Ans 3TOTO MOAKMOYEHS

= KOHOMIYPALMSA IPV6 <rHopuposaTs>

[X] MopkiouaTbCs aBTOMATHYECKH
[X] HocTynko scem nonb3osatensm

MapUpYTU3aLMA (HET NOMOMHMTENbHHX MAPUPYTOB) <H3MEHUTH.

<MokasaTs>

<CKpHITB>

<MokasaTs>

<OTMeHMTL> <OK>





Connector
©aiin Mogniouere Crpaska

NpoTokonsi ‘Cnwcok nogkioveruih

Yaanessbii paGouui cron Windows (FreeRDF)

@ Baegure agpec cepaepa. v‘ Mogkniouenve \

% fononurensisie napaveTps





HacTpoiiky yganénHoro pa6ouero crona

CommectHii gocryn

€ MM03805TS APyFIM IO7308ATENAM EWAETS Batl PaGOLUTA CTon
€ TM03805TE APyFIAM 1O7308ATENAM YNPABASTS BALLIAM PAGOLUM CTOTIOM
besonacHocs,
€ 3anpawBar NOATEEPXAEHUE NpY M0G0/ NOMITKE AOCTYNa K KOMMLHOTEpy
TpeBosaTs T MONL308aTENA BBECTH Ry NapOns:

ABTOMATUNECKY HACTPAUEAT MaPLIPYTU3ATOP A1 OTKPLITHS! M NIEPEHANpPAEEHIR MOPTOB.

3HauoK 8 06nacT yBeAoMneHMii
O Beerga
© ToneKo Koraa KTo-HuByas nokiouEH

O Huvorga

Cnpaska





Krfb — CosmecTHuii 4ocTyn K pabosemy cTony

®ain  HacTpoiika  Cnpaska

NpepocTasnenme yanexHoro AocTyna k pabotemy crony

Texronorus ot KDE 471 COBMECTHOTO A0CTYNa K paGodeny cTony nossonseT

Pa3PELIT KoMy-HGY/lb YAANEHHO NONKTIOINTLCS K BaLLIEMy PABOEMy CTORY U,
BOSMOXHO, yNIPABRATS UM.

(H) BrmwoswTs AocTyn K KomnbioTepy

MogpobocTy coemsienus
Anpec: alt9k-ws (192.168.50.132) : 5900 @
Mapons: fPzfySc 2

ocTyn 6es noaTaepxcaeHna

IoCTyn Ge3 MOATBEXACHNS NO3BONSET YAANEHHOMY MONb30BATENIO
MOBKTIONTLCS K BaLLIEMY KOMIILIOTEPY 10 aponko 663
ONOMHTENSHOrO NOATEEPKASHNS! C BalLIEM CTOPOHS

() PaspewnTs mocTyn 6es noaTeepkaeHus | CMEHWTH Naponb AOCTYNa





Hogoe coeauHenve — CoBMeCTHbI AOCTYM K pabodemy cTony

BHuMaHue

KTO-T0 MITAETCA YCTaHOBMTE COSZIMHEHUE C B3LUINM KOMIILIOTEOM.
TIOATBEPX eHUE CORUHEHIS MIOSEONWT eMy BWAETS B3l paGosMA CTO W, ecnu
YCTaHOB/EH COOTBETCTEYIOILMIA NAPAMETP, YIDABARTE KOMNLIOTEPOM.
OTKaXWTECk OT MOAKITIONEHNS, ECIIA Bl HE OBESETE TOMY HEN0BEKY.

192.168.0.137:49050

Ynaneuuan cucrem:
— Pa3DELINTL YAANEHHOMY NONb30B3TENI0 YNPABNSTE KNABHATYPOA U ML

+/ MpunsTs coepnnerve | () OTkasaTues oT coepuenns





thome (xfs) nar exe) I
P

Logical

Volumes -LV.
Volume

Idevivg0L Groups - VG
Phisical

=D CED EED)..

pevers
T e dmansecue
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RAD
“ontponnep*

o 2 3





]

RAD
“ontponnep*

o 2 3





]

RAD
“ontponnep*

o 2 3





RAID 10

]
RAD
“ontponnep*

o 2 3
T T





=l

Napamerpel

Ynpasnerue focTyng
Napamerps 3a8aHus
YposHu depHin / ToH|

|

Croficrea nputTepa — <null> Ha localhost

Cocrosme

Paspewsk

Muem saganwi  He onyonmosaro

M) Obumit socTyn

TMOAMTUKS B OTHOLIEHMN OWNBOK:

MlonuTKa 8 OTHOWEHMN onepaLi:

3aronosok

HavankHeii 3aronosoK:

3asepuiatouii aronosok:

Her

Her

G HaCTpOiiKM Cepaepa

MoaTopsTs 3aganve

Mloseaexite 1o ymonaHiio

Ormena

oK




RAID 01

]

RAD
“ontponnep*

o 2 3





Mpocrparcreo
nonksoeatens,
(User Space) |15

“TipocTpancreo appa (Kemel Space), |

VHTepaedic VFS |
v v ¥
birfs extd] sysfs.

Kot Gythepos (Bufercache)





TMonk3oBaTeNbCkie AaHHbIE

MeTaganmsie baiinosoii cicren,
SKCTeHTL, NopTONa

Tloreckoe afpecoe nPoCTpaHCTE

Brouksie yerpoficra




[ P ———.

‘aiinosan cuctema: |/ ~ |[] Bunovero

Kommecrso gainos: ||
( )
[ ]

@cmasa





VCMO/Nb30BAHUE ANCKA

oalinosas cncrena: |Fj -| Tewuee ncnons3osame vcea: 0 K6
o Msroe orpatusere: '3
Kecrkoe omasmsene:
Monssoearent: | [ K&
Konnuecreo taiinos: 0

Mkoe orpakiuente:
KecTioe orpanmee:





»r - top — Konsole v AD
©aiin Mpaska Bup 3aknagkn Momynn HacTpoika Crpaska

[ Hosan xnaka (] Pasaenurs okeo o seprukann B PasgenuTs oo o ropusonann B Hosan sKnaaka ¢ wakerom 2x2

114 up 1:23, 3 users, load average: 6,18, 0,20, 0,25 =
Tasks: 318 total, 1 running, 317 sleeping, @ stopped, © zombie

8,4us, 4,2sy, 0,1ni, 86,9 id, 0,1wa, 0,0 hi, 0,3 si, 0,0 st

32005,5 total, 14098,8 free, 5900,1 used, 12006,6 buff/cache

4000,0 total, 4000,0 free, 0,0 used. 24764,5 avail Mem

7895 root 20 0 1191496 143012 86452 S 13,6 0,4 4:02.36 X
10898 egor 20 0 1442400 127776 87288 S 7,3 0,4 1:16.66 kwin_x11
18273 egor 20 0 1571872 126448 96516 S 7,06 0,4 0:20.79 dolphin
22102 egor 20 0 818672 77596 64944 S 6,6 0,2 0:00.20 xfce4-screensho
10931 egor 20 0 2700304 266944 126296 S 5,6 0,8 0:22.67 plasmashell

46 root 20 0 ] ] oI 3,3 0,0 0:38.41 kworker/1:1-events
10894 egor 20 @ 979864 83792 67056 S 3,06 0,3 1:34.09 kded5
20569 egor 20 0 3502572 549520 443204 S 3,0 1,7 1:05.41 VirtualBoxVM
14920 egor 20 @ 3946428 543672 227028 S 2,0 1,7 3:13.33 thunderbird-bin
20518 egor 20 0 4984012 674932 571604 S 1,3 2,1 1:08.12 VirtualBoxVM
19845 egor 20 @ 989028 99648 72636 S 1,6 0,3 0:50.10 pluma
20487 egor 20 0 983924 30036 19644 S 1,6 06,1 0:23.47 VBoxSVC
10529 egor 20 0 8960 5540 3792 S 0,7 0,0 ©0:00.82 dbus-daemon
15257 egor 20 0 2752412 246912 97672 S 0,7 0,8 ©:34.56 WebExtensions
7759 root 20 0 254483 19388 15704 S 0,3 0,1 0:07.33 NetworkManager
9174 root 20 0 71352 6860 4468 S 0,3 0,0 0:02.25 nmbd
10882 egor 20 0 73644 9972 7820 S 0,3 0,0 0:00.05 kdeinit5
11036 egor 20 0 437628 26388 21980 S 0,3 0,1 0:12.17 parcellite
11181 egor 20 0 361752 49940 44764 S 0,3 0,2 0:00.91 akonadi_akonote
11184 egor 20 0 362196 51220 44044 S 0,3 0,2 0:00.90 akonadi_contact
14853 egor 20 0 1005516 1064068 82008 S 0,3 0,3 ©0:14.48 konsole
14890 100000 20 0 4141588 328356 21752 S 0,3 1,6 0:23.58 java
15055 egor 20 © 3808048 606140 235928 S 0,3 1,8 2:03.09 firefox
15364 egor 20 0 2520568 146452 113944 S 0,3 0,4 0:05.00 Web Content
20472 egor 20 0 1717580 189432 114296 S 0,3 0,6 0:14.02 VirtualBox
20481 egor 20 0 31876 11324 9028 S 0,3 0,0 0:10.34 VBoxXPCOMIPCD

] I 0,3 0,0 o

22053 root 20 ] ] ] :00.14 kworker/u8:2-events_unbound

~itop @ | altadm2 :bash ©




L - htop — Konsole: v A

®ain Mpaska Bua 3aknamkn Moaynw HacTpoiika Cripaska

[ Hosan xnaka (] Pasaenurs okeo o seprukann B PasgenuTs oo o ropusonann B Hosan sKnaaka ¢ wakerom 2x2

10.5%] Tasks: 181, 879 thr; 1 running
13.4%] Load average: ©.12 0.16 0.22
17.6%] Uptime: 01:26:22
11.1%]
6.65G/31.3G]
0K/3.91G]

Command

67056
236M
87288
2884
82008
432M
87288
67056
67056
221M
72636
19644
65272
67056
67056
221M
236M
127M
558M
86452

/usr/lib/kf5/bin/kded5
03.65 /usr/1ib64/firefox/firefox

20.12 /usr/lib/kf5/bin/kwin_x11

02.55 htop

15.39 /usr/bin/konsole

©9.66 /usr/1ib64/virtualbox/VirtualBoxVM --com
20.50 /usr/lib/kf5/bin/kwin_x11

16.29 /usr/lib/kf5/bin/kdeds

15.98 /usr/lib/kf5/bin/kdeds

18.12 /usr/lib64/thunderbird/thunderbird-bin
55.11 /usr/bin/pluma /home/egor/work/alt/altad
.54 /usr/Lib64/virtualbox/VBoxSVC --auto-shu
00.25 /usr/bin/xfced-screenshooter

16.07 /usr/lib/kf5/bin/kdeds

15.99 /usr/lib/kf5/bin/kdeds

49.19 /usr/1ib64/thunderbird/thunderbird-bin
10.02 /usr/1ib64/Firefox/firefox

55.70 /usr/lib6a/firefox/firefox -contentproc
10.40 /usr/lib64/virtualbox/VirtualBoxVM --com
88.59 X -nolisten tcp :0 -seat seat® -auth /ru
/usr/lib/kf5/bin/plasmashell
/Jusr/sbin/mysqld --defaults-file=/home/e
/usr/lib64/firefox/firefox

HEKGTL [T

PO OHOOOOOOOOWOOOROD RN
R
&
n
£

:htop @ | altadma : bash @




y520 ~ # vmstat -SM 4 5

r b swpd free buff cache si so bi bo in cs us sy id wa st
10 0 14087 225 11791 ] 0 420 137 451 791 5 292 1 ©
0 o 0 14088 225 11789 ] ] ] © 1440 2224 2 197 0 ©
0 o 0 14090 225 11789 ] ] ] 7 1505 2228 2 297 0 ©
0 o 0 14095 225 11784 ] ] ] © 1422 2386 2 297 © ©
0 0 0 14093 225 11784 0 0 0 © 1455 2383 2 297 © 0




L4 - - iotop — Konsole
®ain Mpaska Bua 3aknamkn Moaynw HacTpoiika Cripaska

[ Hosan sxnaka (] Pasaenurs okwo o seprukann B PasgenuTs oo o ropusonTam

2 Hosan sxnanca ¢ wakerom 2x2

Total DISK READ : 115.36 M/s | Total DISK WRITE : 19.99 M/s =

Actual DISK READ 115.23 M/s | Actual DISK WRITE
R TE

20556 be/3 egor 115.06 M/s 19.99 M/s 0.00 %
20604 be/3 egor 312.12 K/s 0.00 B/s 0 %

.64
.05 % VirtualBoxVM -~msgbox [ATA-0]

-iiotop @ | altadm2 : bash ©

0.00 B/s

% VirtualBoxVM -~msgbox [ATA-6]




A root@egor-y520: /root CICNC)

®aiin Mpaska Bua Mowck TepwnHan MoMous

e | . l‘ﬂll‘lb S‘Bll‘lb 5‘72Hb 7‘63Hb 954Mb
3Mb  765Mb  301Mb
- <= 3.08Mb 10.5Mb 4.12Mb
egor-y520 => 192.168.1.255 eb 3170 1e6b
< ob 6b ob
egor-y520 = _gateway ob  s8b  243b
<= ob 216b 406b
192.168.1.255 = _gateway ob 6b 6b
< eb 183 6l
egor-y520 = eb  32b 21
< eb  32b 21
| egor-ys2e = ob b 15.0Kb
<= ob 6b  46.2Kb
egor-y520 = ob ob 3450
<= ob ob 522b
egor-y520 = ob ob 32
< ob ob 51
egor-y520 = ob ob 32
< ob ob 32

1.1068 k Mo 765Mb  301MD
: 15.6MB 12.5Mb 3.08Mb 10.5Mb 4.17Mb
TOTAL: 1.1268 926MD 226Mb  776Mb  306MbY





v | @ Home-CUPS2.4.M x| + x
C @ localhost:631 * A a

Openprinting CUPS [RERSCN AAMAHACTDUOBaHMe [pynnbi Cnpaska 3aatus [puTepsi

OpenPrinting CUPS 2.4.11

CUPS — som,muucmo nesay, 6:
i cucTemst Linux® 1 pyrin UNIX>-TIOROGHIX OMepauyoHHbIX
rron. CUPS utos P E eryuiere ™ to support prining o local and network piniers

CUPS ansa CUPS ansa CUPS ansa
nonb3oBarenei afiMMHUCTPATOPOB pPa3paGoTUNKOB
Bsezetve 8 CUPS [lo6aBieHe NPUHTEPOB ¥ rpynn CUPS Programming Manual
IMeuaTb M3 KOMaHJHOI CTPOKN YnpaBneHve 4oCTynom Pa3pa6oTka (UALTPOB U Moaynei

VICrob30BaHYIE CETeBbIX NPUHTEPOB

Firewalls

Cnpagousutk no cupsd.conf





v | @ DoGasuTs npuntep-CU- x | + x

< C @ localhost:631/admin/ h:d & a

CUPS Hauano [N ol fpynnei Cnpaska 3ajanua  [puHTeps!

[06aBUTb NpUHTEP

[o6aBneHve NpuHTepa

YCTaHOBNeHHbIe NPUHTepLI: O CUPS-PDF (Virtual PDF Printer)
O HP Printer (HPLIP)

® Canon E400 series (Canon E400 series)
© HP Fax (HPLIP)

HaifieHHble CeTeBbIe NPUHTEpSI:

> NpoTokon uiTep: (https)
TpoToKon uiTepHeT-nevaty (http)
Backend Error Handler

TpOTOKON MHTepHeT-NeuaTH (ipp)
AppSocketHP JetDirect
TPOTOKON UHTEpHeT-NeuaTH (ipps)
XocT unu nputTep LPDILPR
Windows Printer via SAMBA

[ Mpogomms |

Apy





v | @ DoGasuTs npuntep-CU- x | +

< C @ localhost:631/admin h:d & a

OpenPrinting CUPS  H TpuHTepbI

o Ny foyanst  Cnpaska  3agaus

[06aBUTb NpUHTEP

[o6aBneHve NpuHTepa

[canon_E400

(MOXET copepxaTh NioGble CHMBONLI Kpowe "I F' v nposena)
[Canon E400 series

(pacumpertoe onvcasve, wanpuwep, “HP LaserJet ¢ fynnexcHoii nearsio”)
(MecTopacnonoxexme npwkTepa, Hanpuvep, "Kabuer 55)
: usbi/IC: 572EC.

1

‘CoBMecCTHBIN AocTyn: PaspelunTs COBMECTHBIN JOCTYN K 3TOMY NPUHTEPY
[ Mpogomms |





v | B NoGasute npuntep-CU- x | + x
< C @ localhost:631/admin h:d & a

OpenPrinting CUPS  Havano RNt el lpyansi Cnpaska 3agasus Mpuitepsi

[06aBUTb NpUHTEP

[o6aBneHve NpuHTepa

HazBanue: Canon_E400
Onucanue: Canon E400 series
Pacnonoxenue:
a : usbi/IC: 572EC: =1
CoBMecTHBIii AOCTYN: Pa3peluyTs COBMECTHbIIi AOCTYN K 3TOMY MpUHTEDY
Cozpark: Canon [ Butpars pyrylo mogens |
1YY 8 Canon E400 series - CUPS+Gutenprint v5.3.4 (en)
|Canon

(en)
|Canon BJ-10e Foomatic/bjl0e (recommended) (en)
|Canon BJ-10v Foomatic/bj10v (en)

Foomatic/bjL0e (rect (en)

|Canon BJ-15v Foomatic/bj1ovh (recommended) (en)

|Canon BJ-20 Foomatic/bjl0e (recommended) (en)

|Canon BJ-30 - CUPS+Gutenprint v5.3.4 (en)

[Canon BJ-30 Foomatic/bj200 (en) -]
wm chaiin PPD: B Jin | ®aiin ve swicpan

[ Aosasims npurrep |





v | @ DoGasuTs npuntep-CU- x | +

< C @ localhost:631/admin h:d & a

OpenPrinting CUPS  Havano RNt el lpyansi Cnpaska 3agasus Mpuitepsi

[06aBUTb NpUHTEP

[06aBUTb NpUHTEp

Mputtep Canon_E400 ycneiuo 406aBneH.





v | @@ Canon_E400-CUPS2.4 x | +

< C @ localhost:631/printers/Canon_E400 * &

oBaHve [pynnbl Crnpaska  3ajaus ﬂpumspbl_

OpenPrinting CUPS  Hauano  AgmuHucT]

Canon_E400

Canon_E400 (oxupaeT, NpyHMMaeT 3afjaHus, HeT
COBMeCTHOrO focTyna)

[O6cnyxusase ~|[ v
Onucanue: Canon E400 series
Pacnonoxeine:
[paiisep: Canon E400 series - cuPS»Gunenpnm v5 3 4 (usemon)
: ushi/C:

Mo yllon'lallmn job-sheets=none, none media=iso_a4_: 210x297mm Sldes—oneslded

Mouck Canon_E400: |

o J [ox )

Active jobs listed in processing order v ; held jobs appear first.





& c @

localhost:631/admin

4 n o ¢

CUPS Havano [N el (oyinel Crpaska 3agaus  TpuHTepbl

AAMUHUCTPUpPOBaHMe

MpuHTEpbI CepBep

| AobaswtenpwiTep || HaiiTh HoBwiinpukTep || Ynpasnervie npvnTepamy | | PegakTposaTe KoHQUIypaumoHHei Gaiin |
MapameTpbi cepsepa:

Fpynnbi

| ;o6asuTe rpynny || yapaenenvie rpynnamn

3apaHusa

| vnpasnetie sananwamn

[lonoNHuTeNbHbIE NapaMeTpbl »
© Pa3pelwyT, COBMECTHbIIi AOCTYN K NPUHTEPaM, MOAKTIOHEHHbIM K
7ol cucTeme
Pa3peiunTs NevaTs U3 uHTepHeT

Pa3pelunTs yJaneHHoe aAMUHICTDUPOBaHKE

Pa3pelunTs N0Nb30BATENsIM OTMEHATS M0G0 3aanMe(He
TONBKO UX COBCTBEHHBIE)

COXPaHATS OT/A0uHYI0 UHOPMALMIO B XyPHANe

| coxpannms |




Q Hacrpoiiku

oQ Obuwmii poctyn

O Mbiwb 1 ceHcopHas naxens

Cups-PDF HeT aKTBHbIX 3aaHMii H
B (g Mosens Generic CUPS-PDF Printer (w/ options)
& User Craryc Fotos
@ MpuHTepsl

Fr Cneunanshbie BosmoxHoOCTA
W KowdunerumansHocTs n GesonackocTs

£ Cucrema





o P

[=] CUPS-PDF-Printer





@

o & =+

Hacrpoiku

Obuwmi goctyn

Meiub 1 cercophas navens
Knasatypa
Uger

Mpureps!

CreumanbHbie BO3MOKHOCTH
KoHeaeHuvansHocTs 1 6esonackocts

Cucrema

Cups-PDF

Mogens

Crarye

Mogens

Crarye

HeT aKTBHbIX 3aaHMii H

Generic CUPS-PDF Printer (w/ options)
FoTos

HeT aKTBHbIX 3aaHMii H

Canon E400 series - CUPS+Gutenprint v5.3.4
FoTos





g & B 0 A&

o & =+

Hacrpoiku

Obuwmi goctyn

Meiub 1 cercophas navens
Knasatypa
Uger

Mpureps!

CreumanbHbie BO3MOKHOCTH
KoHeaeHuvansHocTs 1 6esonackocts

Cucrema

Cups-PDF
Mogens
Cratyc
E400
Mogens
Cratyc

Her akTHBHbix 3:

Generic CUPS-PDF Printer (w/ options)
FoTos

HeT aKTBHbIX 3aaHMii H

Canon E400 series - CUPS+Guter
FoTos

anaHmi H

Napaverpsi nevarn
Coenerus o npurTepe
Vcnonb308ats no ymonsariio

Yaanuth npuTep





Q Mouck.. =

TMpuHTepbI
[ 3xpan v monwTop >

@ Creunanstise soswoxocTn

Nopiniougnhbie ycTpoficraa

@ Bluetooth

[ Ak m gorokameps >

@ Thunderbolt

KDE Connect

@ Yorpoiicrsa xpanens aamnbix

Ceruucesse

+ fobaguTh.. o HacTpowTh Cepep neuaTy...

|

He HaCTpoEHO HIn OAHOTO NpUHTEpa

@ WiFiu nreprer >
@ veerhue 33nmcu s sreprere
BHewnwi sup

I oson

B2 usera v opopunenn >

@ Texcr v wpngral >

A Hacrpoiika





Q Mowmck.

[ E—
CreumansHie BO3MOXHOCT

TogniougnHsie ycTpoficraa
Bluetooth

[ Avckn w oroxamepst

@ Thunderbolt

KDE Connect
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Установка ОС “Альт”Подготовка к установкеОперационные системы семейства Альт		ОС «Альт Рабочая станция»





 ___________________________________________________________________________

		ОС «Альт Рабочая станция К»





 ___________________________________________________________________________

		ОС «Альт Сервер»





 ___________________________________________________________________________

Получение установочных образовhttps://basealt.ru

https://getalt.org/

 ___________________________________________________________________________

Системные требования		Альт Рабочая станция



		Альт Рабочая станция K



		Альт Сервер





Запуск программы установки ОС Альт		Запись установочного образа (ISO)





				Запись на DVD-диск



		Запись на USB Flash









		Подробнее см.





				Руководство администратора



		https://www.altlinux.org/Write









		«Живая система»





 ___________________________________________________________________________

		Загрузка установщика по сети





 ___________________________________________________________________________

Установка ОС Альт Сервер		Проведение установки Альт Сервер (демонстрация)





Загрузка установщика (BIOS-системы)

Варианты загрузки установщика системы Альт Сервер

		VNC install (edit to set password and connect here)





 ___________________________________________________________________________

		Rescue LiveCD





 ___________________________________________________________________________

		Инструкции по восстановлению





				https://www.altlinux.org/Rescue









		Memory Test





 ___________________________________________________________________________

Загрузка установщика (UEFI-системы)

Варианты загрузки установщика системы Альт Сервер

		UEFI Firmware Settings





 ___________________________________________________________________________

Установка по VNC ___________________________________________________________________________

		пароль по умолчанию — VNCPWD







Установка по VNC

 ___________________________________________________________________________



Установка по VNC - ожидание подключения

$ vncviewer

 ___________________________________________________________________________

1/12 Язык

Выбор языка и комбинации переключения клавиш

2/12 Лицензионное соглашение

Лицензионное соглашение

3/12 Дата и время

Дата и время



Настройка синхронизации времени

4/12 Подготовка диска

Подготовка диска установщиком ОС Альт Сервер

		Очистить выбранные диски перед применением профиля





 ___________________________________________________________________________

		Предложить сделать мои изменения после применения профиля





 ___________________________________________________________________________

Профиль “Установка сервера” ___________________________________________________________________________

		Корневой раздел (ext4)





 ___________________________________________________________________________

		SWAP-раздел





 ___________________________________________________________________________

		Раздел для каталога /var





 ___________________________________________________________________________



Профиль “Установка сервера” для BIOS-систем

		ESP (efi system partition) (FAT32, /boot/efi)





 ___________________________________________________________________________

		bios boot partition





 ___________________________________________________________________________



Профиль “Установка сервера” для UEFI-систем

Ручной профиль разбиения диска ___________________________________________________________________________

		Создание программного RAID-массива (RAID 0, RAID 1, RAID 4/5/6, RAID 10)





 ___________________________________________________________________________

		Создание LVM-томов





 ___________________________________________________________________________

		Создание шифрованных разделов (LUKS)





 ___________________________________________________________________________

		Создание подтомов BtrFS (subvolumes)





 ___________________________________________________________________________

		Выбор используемых файловых систем и организация дерева каталогов на них





 ___________________________________________________________________________

		Дополнительные разделы





				**ESP (EFI



		BIOS boot partition









 ___________________________________________________________________________

		Источники дополнительной информации





				Модуль 7. Организация хранения данных



		Раздел “Установка дистрибутива” в штатной документации по продукту



		https://www.altlinux.org/РазбиениеДиска



		https://www.altlinux.org/Btrfs









5-6/12 Установка системы

Установка системы

 ___________________________________________________________________________

		Поддержка графической подсистемы (GNOME) 





 ___________________________________________________________________________

		Поддержка клиентской инфраструктуры Samba AD 





 ___________________________________________________________________________

		Поддержка работы в виртуальных окружениях 





 ___________________________________________________________________________

		Поддержка управления через web-интерфейс





 ___________________________________________________________________________

		Дополнительные пакеты программ в виде компонентов устанавливаются в развернутой системе Альт Сервер в приложении Альт компоненты (alt-components).







Процесс установки пакетов

7/12 Установка загрузчика (BIOS-системы) ___________________________________________________________________________



Установка загрузчика

		Жёсткий диск





 ___________________________________________________________________________

		Раздел Linux





 ___________________________________________________________________________

		Не устанавливать загрузчик





 ___________________________________________________________________________

		Установить или сбросить пароль





 ___________________________________________________________________________

7/12 Установка загрузчика (EFI-системы)

Установка загрузчика

		EFI (рекомендуемый) 





 ___________________________________________________________________________

		EFI (сначала очистить NVRAM) 





 ___________________________________________________________________________

		EFI (запретить запись в NVRAM) 





 ___________________________________________________________________________

		EFI (для съёмных устройств) 





 ___________________________________________________________________________

8/12 Настройка сети

Настройка сети

		По нажатию на кнопку Дополнительно





 ___________________________________________________________________________



Выбор сетевой подсистемы

		Источники дополнительной информации





				Модуль 05. Настройка сети в ОС “Альт”









9/12 Администратор системы

Установка пароля для пользователя root

		Создать автоматически





 ___________________________________________________________________________

10/12 Системный пользователь

Создание первой операторской учетной записи

		Автоматический вход в систему





 ___________________________________________________________________________

12/12 Информация о завершении установки

Установка завершена

Установка ОС Альт Рабочая станция		Объяснение отличий процесса установки Альт РС от Альт Сервер





Загрузка установщика (BIOS-система)

Варианты загрузки установщика системы Альт РС

		LiveCD





 ___________________________________________________________________________

		LiveCD c поддержкой сеансов





 ___________________________________________________________________________

		Спасательный LiveCD





 ___________________________________________________________________________

		Инструкции по восстановлению





				https://www.altlinux.org/Rescue









		Тест памяти





 ___________________________________________________________________________

Загрузка установщика (UEFI-система)

Варианты загрузки установщика системы Альт РС

4/13 Выбор дополнительных приложений

Выбор дополнительных приложений

5/13 Подготовка диска

Подготовка диска установщиком ОС Альт РС

Профиль “Установка рабочей станции” ___________________________________________________________________________



Подготовка диска установщиком ОС Альт РС

		Корневой раздел (ext4)





 ___________________________________________________________________________

		SWAP-раздел





 ___________________________________________________________________________

Профиль “Установка рабочей станции (BTRFS)”		Раздел BTRFS





				подтом @



		подтом @home









 ___________________________________________________________________________



Подготовка диска установщиком ОС Альт РС с BTRFS-профилем

Настройка системы после установкиПолучение информации о системе		Подробные сведения об установленной системе





$ alteratorctl systeminfo

Host: p11srv01

Name: ALT Server 11.0 (Mendelevium)

Arch: x86_64

Branch: p11

Kernel: 6.12.24-6.12-alt1

CPU: Intel(R) Core(TM) i5-7300HQ CPU (2) 2495Hz

GPU: VMware SVGA II Adapter

Memory: 4091072512

Drive: 65498250240

Monitor: Virtual-1 1280x800, 

Motherboard: Oracle Corporation VirtualBox 1.2

Locales: ru_RU.UTF-8

Desktop environments: GNOME

		Центр Управления Системой





				Система -> О системе -> Информация о дистрибутиве









Получение полномочий администратора (переход в режим суперпользователя)		Работа в системе под операторской учетной записью





 ___________________________________________________________________________



Операторская УЗ

 ___________________________________________________________________________

		Запуск командного интерпретатора под учетной записью суперпользователя с помощью утилиты su





$ su -



УЗ суперпользователя

 ___________________________________________________________________________

		Регистрация в системе под учетной записью суперпользователя в консольном режиме





		Ctrl+Alt+F2



		Вход под УЗ root





 ___________________________________________________________________________

		Источники дополнительной информации





				https://docs.altlinux.org/ru-RU/alt-server/11.0/html/alt-server/admin-basics–sumode–chapter.html



		https://www.altlinux.org/Su



		https://www.altlinux.org/Получение_прав_root









Обновление системы до актуального состояния		Выполнение обновления системы (в режиме суперпользователя)





 ___________________________________________________________________________

# apt-get update

# apt-get dist-upgrade

# update-kernel

# apt-get clean

# apt-get autoremove

# reboot

		Источники дополнительной информации





				Модуль 2. Установка приложений и обновление системы









Центр управления системой (ЦУС)		Центр управления системой (ЦУС, alterator)





 ___________________________________________________________________________

		Интерфейсы ЦУС





				графический интерфейс



		веб-интерфейс



		консольный интерфейс (alteratorctl)









Графический интерфейс ЦУС		Alterator на D-Bus





 Альтернативная реализация Alterator, основанная на взаимодействии модулей и шины D-Bus. Запускается по-умолчанию



Alterator на D-Bus

		Переключиться на старую версию





 ___________________________________________________________________________

		Alterator legacy





 ___________________________________________________________________________



Alterator на Legacy

		Режим эксперта





 ___________________________________________________________________________

Запуск ЦУС		Запуск в графической среде GNOME Меню GNOME -> Настройки -> Центр управления системой



		Запуск кнопокой на панели задач







Запуск Alterator на D-Bus

		Из коммандной строки, командой acc





# acc

 ___________________________________________________________________________

# acc-legacy

 ___________________________________________________________________________

Веб-интерфейс ЦУС ___________________________________________________________________________



Web-интерфейс ЦУС

		Веб-интерфейс ЦУС будет доступен в ОС Альт Сервер, если при установке системы были выбраны группы приложений





				Поддержка графической подсистемы (GNOME) или



		Поддержка управления через web-интерфейс.









# alteratorctl components status alterator-legacy-web



Компонент: Web-интерфейс - Альтератор (legacy)

Категория: Альтератор (legacy)

Статус: не установлен

Список пакетов, входящих в компонент:

[ ] alterator-fbi

 ___________________________________________________________________________

# alteratorctl components install alterator-legacy-web

 ___________________________________________________________________________

# systemctl enable --now ahttpd

 ___________________________________________________________________________

https://127.0.0.1:8080

 ___________________________________________________________________________

		Кнопка Настройка





 ___________________________________________________________________________

		Основной режим





 ___________________________________________________________________________

		Режим эксперта





 ___________________________________________________________________________

Консольный интерфейс ЦУС (alteratorctl)$ alteratorctl -m

manager

editions

components

diag

packages

systeminfo

 ___________________________________________________________________________

$ alteratorctl <имя_модуля> -h

 ___________________________________________________________________________

$ alteratorctl <имя_модуля> <команда_модуля>

 ___________________________________________________________________________

Добавление модулей ЦУС# rpm -qa | grep alterator*

 ___________________________________________________________________________

# apt-cache search alterator*

 ___________________________________________________________________________

# apt-get install alterator-net-openvpn

# apt-get remove alterator-net-openvpn

 ___________________________________________________________________________

# systemctl restart ahttpd

 ___________________________________________________________________________

Управление программным обеспечениемКомпонентная модель продуктов

Компонентная модель продуктов

ПакетыИдея пакета		Пакет





 ___________________________________________________________________________

Версия и зависимости пакета		Версия пакета





 ___________________________________________________________________________

		Зависимости пакета





 ___________________________________________________________________________

		Взаимозаменяемость пакетов





 ___________________________________________________________________________

		name-version-release.arch.rpm





 ___________________________________________________________________________

whois-5.5.0-alt1.x86_64.rpm

 ___________________________________________________________________________

Пакеты - зачем нужно		Упрощение распространения ПО с учетом зависимостей





 ___________________________________________________________________________

		Автоматизация установки ПО





 ___________________________________________________________________________

		Проверка целостности системы





 ___________________________________________________________________________

		Проверка источников распространения ПО





 ___________________________________________________________________________

Работа с пакетами при помощи RPM		Менеджер пакетов





 ___________________________________________________________________________

		Ограничения менеджера пакетов





 ___________________________________________________________________________

		Менеджеры пакетов оказались неспособны эффективно устранить нарушения целостности системы и предотвратить все коллизии при установке или удалении программ. Особенно остро этот недостаток сказался на обновлении систем из централизованного репозитория, в котором пакеты непрерывно обновляются, дробятся на более мелкие и т.п. Именно этот недостаток стимулировал создание систем управления программными пакетами и поддержания целостности ОС.





 ___________________________________________________________________________

		Использование менеджеров пакетов





 ___________________________________________________________________________

Утилита RPM		rpm(8)





 ___________________________________________________________________________

		/var/lib/rpm



		База с информацией об установленных пакетах в системе





$ rpm -Uvh bash-4.1.2-8.el6.x86_64.rpm

 ___________________________________________________________________________

Утилита RPM: запросы		-q





 ___________________________________________________________________________

		-qf





 ___________________________________________________________________________

		-ql





 ___________________________________________________________________________

		-qa





 ___________________________________________________________________________

		-qi





 ___________________________________________________________________________

		-qp





 ___________________________________________________________________________

		-V





 ___________________________________________________________________________

# rpm -q bash

# rpm -qf /bin/bash

# rpm -ql bash

# rpm -qa | grep bash

# rpm -qi bash

# rpm -qpi bash-4.1.2-8.el6.x86_64.rpm

# rpm -V bash

 ___________________________________________________________________________

Система управления программными пакетамиAPT (Advanced Packaging Tool)		Усовершенствованная система управления программными пакетами APT (Advanced Packaging Tool)





 ___________________________________________________________________________

		Репозиторий ПО





 ___________________________________________________________________________

		APT в ОС Альт





				Работает поверх rpm



		Штатный инструмент установки ПО



		Использует в работе репозиторий (репозитории ПО) и базу установленных пакетов









		База установленных пакетов





 ___________________________________________________________________________

		APT отслеживает целостность установленной системы и, в случае обнаружения противоречий в зависимостях пакетов, разрешает конфликты, находит пути их корректного устранения, руководствуясь сведениями из внешних репозиториев.





Команды APT		apt-get(8)





 ___________________________________________________________________________

		apt-cache(8)





 ___________________________________________________________________________

		apt-shell(8)





 ___________________________________________________________________________

Источники программ (репозитории)		Подключенный репозиторий





 ___________________________________________________________________________

		Подключение нескольких репозиториев





 ___________________________________________________________________________

		Совместимость подключенных репозиториев





 ___________________________________________________________________________

/etc/apt/sources.list

/etc/apt/sources.list.d/*.list

 ___________________________________________________________________________

		Синтаксис описания репозиториев





rpm [подпись] метод:путь база название

rpm-src [подпись] метод:путь база название

		rpm





 ___________________________________________________________________________

		rpm-src





 ___________________________________________________________________________

		подпись





 Необязательная строка-указатель на электронную подпись разработчиков

		Описание электронных подписей





/etc/apt/vendor.list

		метод





 Способ доступа к репозиторию

		Способы доступа к репозиториям





				ftp, http, file, rsh, ssh, cdrom, copy;









		путь





 ___________________________________________________________________________

		база





 ___________________________________________________________________________

		название





 ___________________________________________________________________________

rpm [p11] http://ftp.altlinux.org/pub/distributions/ALTLinux p11/branch/x86_64 classic gostcrypto

rpm [p11] http://ftp.altlinux.org/pub/distributions/ALTLinux p11/branch/x86_64-i586 classic

rpm [p11] http://ftp.altlinux.org/pub/distributions/ALTLinux p11/branch/noarch classic

 ___________________________________________________________________________

Управление репозиториями средствами apt-repo		Утилита apt-repo





 ___________________________________________________________________________

# apt-repo

 ___________________________________________________________________________

# apt-repo rm репозиторий

 ___________________________________________________________________________

# apt-repo rm all

 ___________________________________________________________________________

# apt-repo add репозиторий

 ___________________________________________________________________________

# apt-repo rm all

# apt-repo add p11

 ___________________________________________________________________________

# apt repo rm all

# apt-repo add sisyphus

 ___________________________________________________________________________

# apt-repo set репозиторий

 ___________________________________________________________________________

# apt-repo update

 ___________________________________________________________________________

Репозиторий на ISO (CD/DVD)# mkdir /media/ALTLinux

 ___________________________________________________________________________

# mount /dev/носитель /media/ALTLinux

 ___________________________________________________________________________

$ apt-cdrom -m add

 ___________________________________________________________________________

rpm cdrom:[ALT Server 11.0 x86_64 build 2025-03-19]/ ALTLinux main

 ___________________________________________________________________________

Поиск пакетов - apt-cache ___________________________________________________________________________

$ apt-cache search подстрока

 ___________________________________________________________________________

$ apt-cache search texlive

texlive - The TeX formatting system

texworks - A simple IDE for authoring TeX documents

perl-Source-Package - Source-Package - Perl extension for converting SRPM and spec files

perl-Source-Repository - Source-Repository - Perl extension for converting SRPM and spec files

perl-Source-Repository-Mass - Source-Repository-Mass - Perl extension for converting SRPM and spec files

texlive-collection-basic - TeX Live essential package

texlive-context - Tex Live ConTeXt Package

texlive-dist - TeX Live distribution package

texlive-fonts-asian - TeX Live extra fonts for Asian languages

texlive-fonts-sources - TeX Live font sources

texlive-fontsextra - TeX Live extra fonts

texlive-texmf - The TeX formatting system

texmf-latex-obsolete - Collection of obsolete LaTeX packages, kept for compatibility with old documents

 ___________________________________________________________________________

$ apt-cache show texworks

. . .

 ___________________________________________________________________________

Использование apt-get ___________________________________________________________________________

# apt-get update

 ___________________________________________________________________________

# apt-get install [-y] <package> . . .

 ___________________________________________________________________________

# apt-get remove [-y] <package> . . .

 ___________________________________________________________________________

# apt-get [-y] dist-upgrade

 ___________________________________________________________________________

# apt-get autoremove

 ___________________________________________________________________________

# apt-get clean

 ___________________________________________________________________________

Примеры использования apt-get# apt-get update &&  apt-get -y dist-upgrade 

 ___________________________________________________________________________

# apt-get update &&  apt-get -y dist-upgrade

 ___________________________________________________________________________

# apt-get update && apt-get -y install gimp blender

 ___________________________________________________________________________

# apt-get autoremove

# apt-get clean

 ___________________________________________________________________________

Альт Компоненты ___________________________________________________________________________

		Альт Компоненты (alt-components) 





 ___________________________________________________________________________

		Компоненты





 ___________________________________________________________________________

		Альт Компоненты можно запустить следующими способами:





				из ЦУС: модуль Управление компонентами из раздела Компоненты и приложения;



		из командной строки: командой alt-components.











Альт Компоненты

Модуль components ЦУС ___________________________________________________________________________

# alteratorctl components  

 ___________________________________________________________________________

# alteratorctl components -l -i  

 ___________________________________________________________________________

# alteratorctl components -l -г

 ___________________________________________________________________________

# alteratorctl components description screen

 ___________________________________________________________________________

# alteratorctl components install screen

 ___________________________________________________________________________

# alteratorctl components remove screen

 ___________________________________________________________________________

Центр приложений		Центр приложений





 ___________________________________________________________________________



Центр приложений

Репозитории ПО		Источники приложений





				репозитории APT



		Flatpak (должна быть включена поддержка)









		Меню -> Репозитории ПО







Центр приложений: Источники приложений

Установка/удаление приложений

Вкладка “Обзор” - доcтупные приложения



Вкладка “Установлено” - установленные приложения

Обновление системы		При наличии обновлений установленных приложений рядом с кнопкой Обновления появляется индикатор обновления





 ___________________________________________________________________________



Вкладка “Обновления” - статус обновления программного обеспечения

 ___________________________________________________________________________



Установка обновлений средствами PackageKit

		Меню -> Параметры -> Обновления ПО





				Автоматически



		Вручную









 ___________________________________________________________________________

Обновление ядра ОС АльтОбновление ядра ОС в консоли ___________________________________________________________________________

# update-kernel

 ___________________________________________________________________________

# remove-old-kernels

 ___________________________________________________________________________

		Подробнее - См. https://www.altlinux.org/Обновление_ядра





Обновление ядра ОС в ЦУС# apt-get install alterator-update-kernel

 ___________________________________________________________________________

		ЦУС -> Система -> Обновление ядра







Модуль Обновление ядра

 ___________________________________________________________________________

		Подробнее





				https://www.altlinux.org/Alterator-update-kernel









Установка приложений средствами flatpakО flatpak		Flatpak





 ___________________________________________________________________________

		flathub





 ___________________________________________________________________________

		Подробнее - См. https://www.altlinux.org/Flatpak





Установка flatpack# apt-get install flatpak flatpak-repo-flathub

 ___________________________________________________________________________

# gpasswd -a USER fuse

 ___________________________________________________________________________

Работа с репозиториями$ flatpak remotes

 ___________________________________________________________________________

$ flatpak remote-add name_repository url

$ flatpak remote-delete name_repository

 ___________________________________________________________________________

		name_repository





 ___________________________________________________________________________

		url





 ___________________________________________________________________________

$ flatpak remote-add flathub https://flathub.org/repo/flathub.flatpakrepo

 ___________________________________________________________________________

$ flatpak update

 ___________________________________________________________________________

Работа с пакетами приложений$ flatpak search name_package

 ___________________________________________________________________________

$ flatpak remote-ls name_repository

 ___________________________________________________________________________

$ flatpak install name_repository name_package

 ___________________________________________________________________________

$ flatpak install flathub firefox

 ___________________________________________________________________________

$ flatpak list

 ___________________________________________________________________________

$ flatpak update name_package

 ___________________________________________________________________________

$ flatpak uninstall name_package

 ___________________________________________________________________________

$ flatpak run appname

 ___________________________________________________________________________

Загрузка ОС “Альт”Этапы загрузки системыСтадии процесса начальной загрузки		BIOS (Basic Input/Output System)





 ___________________________________________________________________________

		UEFI (Unified Extensible Firmware Interface)





 ___________________________________________________________________________



Стадии процесса начальной загрузки

Схемы разбиения диска

Разбиенние диска MBR

		MBR (Master Boot Record)





 ___________________________________________________________________________



Разбиенние диска GPT

		GPT (GUID Partition Table)





 ___________________________________________________________________________

		Подробнее:





				Модуль 7. Организация хранения данных









Начальные этапы загрузки BIOS-систем1. Код BIOS в ПЗУ		Тестирование оборудования (POST - Power-On Self Test)





 ___________________________________________________________________________

		Определение загрузочного устройства





 ___________________________________________________________________________

		Запуск с загрузочного устройства программы-загрузчика





 ___________________________________________________________________________

2. Загрузчик в MBR		MBR - Master Boot record





 ___________________________________________________________________________

3. Загрузчик GRUB2		GRUB2





 ___________________________________________________________________________

		Stage 1 - boot.img





 ___________________________________________________________________________

		Stage 1.5 - core.img





 ___________________________________________________________________________

		Stage 2 - /boot/grub





 ___________________________________________________________________________

Размещение core.img на дисках с MBR		core.img





 ___________________________________________________________________________

# fdisk -l /dev/sda

. . .

Устр-во  Загрузочный  начало  Конец  Секторы Размер Идентификатор Тип

/dev/sda1  *  2048 61439999 61437952  29,3G  83 Linux

 ___________________________________________________________________________



Размещение core.img на дисках с MBR

Размещение core.img на дисках с GPT		boot.img





 ___________________________________________________________________________

		core.img





 ___________________________________________________________________________

		Раздел BIOS boot partition - тип 4 (fdisk)





GUID=21686148-6449-6e6f-744e656564454649

 ___________________________________________________________________________



Размещение core.img на дисках с GPT

Начальные этапы загрузки UEFI-систем1. Код UEFI в ПЗУ		Тестирование оборудования (POST - Power-On Self Test)





 ___________________________________________________________________________

		Определение загрузочного устройства





 ___________________________________________________________________________

		Запуск с загрузочного устройства программы-загрузчика





 ___________________________________________________________________________

2. Загрузчик EFI		Загрузчик EFI / EFI Loader





 ___________________________________________________________________________

/boot/efi/EFI/Boot/bootx64.efi

		ESP (EFI System Partition) - точка монтирования /boot/efi





 ___________________________________________________________________________

GUID=C12A7328-F81F-11D2-BA4B-00A0C93EC93B

3. Загрузчик GRUB2		Загрузчик GRUB2 в виде EFI-приложения





/boot/efi/EFI/arch/grubx64.efi

Завершение процесса загрузки ОС/boot/

 - vmlinuz

 - initrd

 ___________________________________________________________________________

4. Ядро Linux		vmlinuz





 ___________________________________________________________________________

		Инициализирует наиболее важные ядерные функции





 ___________________________________________________________________________

		Монтирует образ initramfs как “/”





 ___________________________________________________________________________

		Запускает /sbin/init как PID=1





 ___________________________________________________________________________

5. Образ initramfs ___________________________________________________________________________

		make-initrd





 ___________________________________________________________________________

		Подробнее





				https://www.altlinux.org/Make-initrd









# make-initrd --kernel=$(uname -r)

 ___________________________________________________________________________

		make-initrd





 ___________________________________________________________________________

		--kernel





 ___________________________________________________________________________

		uname -r





 ___________________________________________________________________________

6. Система инициализации		/sbin/init





 ___________________________________________________________________________

$ ls -l /sbin/init

lrwxrwxrwx 1 root root 22 мар 19 18:43 /sbin/init -> ../lib/systemd/systemd

		SystemD





 ___________________________________________________________________________

		Подробнее:





				Модуль 4. Система инициализации ОС “Альт”









Загрузчик GRUB2Использование GRUB2# grub-mkconfig -o /boot/grub/grub.cfg

 ___________________________________________________________________________

		grub-mkconfig





 ___________________________________________________________________________

		-o /boot/grub/grub.cfg





 ___________________________________________________________________________

# grub-install /dev/sda

 ___________________________________________________________________________

		grub-install





 ___________________________________________________________________________

		/dev/sda





 ___________________________________________________________________________

Конфигурация GRUB2/boot/grub/grub.cfg

 ___________________________________________________________________________

/etc/default/grub

 ___________________________________________________________________________

/etc/grub.d/ 

 ___________________________________________________________________________

# grub-mkconfig -o /boot/grub/grub.cfg

Структура grub.cfg - загрузка Linuxmenuentry 'ALT Linux' <params> {

 <params>

 set root=(hd0,5)

 linux /vmlinuz-<version> <params>

 initrd /initramfs-<version>

}

		menuentry





 ___________________________________________________________________________

		set root





 ___________________________________________________________________________

		linux/linux16/kernel/linuxefi





 ___________________________________________________________________________

		initrd/initrd16/initrdefi





 ___________________________________________________________________________

Структура grub.cfg - загрузка Windowsmenuentry 'Windows' <params> {

 <params>

 set root=(hd0,1)

 chainloader (hd0,1)+1

}

		menuentry





 ___________________________________________________________________________

		set root





 ___________________________________________________________________________

		chainloader





 ___________________________________________________________________________

Файлы в каталоге /etc/grub.d/ ___________________________________________________________________________

/etc/grub.d/00_header

/etc/grub.d/00_tuned

/etc/grub.d/05_altlinux_theme

 ___________________________________________________________________________

/etc/grub.d/10_linux

 ___________________________________________________________________________

/etc/grub.d/30_os-prober

/etc/grub.d/30_uefi-firmware

 ___________________________________________________________________________

/etc/grub.d/40_custom

/etc/grub.d/41_custom

 ___________________________________________________________________________

Опции /etc/default/grub		Загрузочная запись по-умолчанию





 ___________________________________________________________________________

GRUB_DEFAULT=<ID>

 ___________________________________________________________________________

saved

 ___________________________________________________________________________

 ___________________________________________________________________________

# grub-reboot <ID> 

 ___________________________________________________________________________

# grub-set-default <ID>

 ___________________________________________________________________________

GRUB_TIMEOUT=<SEC>

GRUB_HIDDEN_TIMEOUT=<SEC>

GRUB_HIDDEN_TIMEOUT_QUIET={true|false}

 ___________________________________________________________________________

GRUB_CMDLINE_LINUX_DEFAULT=

 ___________________________________________________________________________

Конфигурирование парольной защиты GRUB2		Учетная запись boot





 ___________________________________________________________________________



Настройка GRUB при установке системы

# apt-get install alterator-grub

 ___________________________________________________________________________



Настройка GRUB средствами ЦУС

Особые режимы загрузки“Горячие” клавиши меню загрузки системы		e





 ___________________________________________________________________________

		c





 ___________________________________________________________________________

		Esc





 ___________________________________________________________________________

“Горячие” клавиши в режиме редактирования элемента меню		Ctrl-X, F10





 ___________________________________________________________________________

		Ctrl-С, F2





 ___________________________________________________________________________

		ESC





 ___________________________________________________________________________

Типовая структура загрузочного меню- ALT Workstation 11.0

- Дополнительные параметры для ALT Workstation 11.0

 - ALT Workstation 11.0, vmlinuz

 - ALT Workstation 11.0, vmlinuz (recovery mode)

 - ALT Workstation 11.0, 6.12.21-6.12-alt1

- Memtest86+-7.20

Параметры ядраinit=<prog>

 ___________________________________________________________________________

quiet

 ___________________________________________________________________________

panic=<n>

 ___________________________________________________________________________

ro

 ___________________________________________________________________________

resume={<device>|UUID=...|LABEL=...}

 ___________________________________________________________________________

root={<device>|UUID=...|LABEL=...|/dev/nfs}

 ___________________________________________________________________________

[S|s|single|1]

 ___________________________________________________________________________

splash

 ___________________________________________________________________________

		kernel-parameters.txt





 ___________________________________________________________________________

# uname -r

6.12.21-6ю12-alt1

# apt-get install kernel-source-6.12

. . .

# cd /usr/src/kernel/sources

# tar -tf kernel-source-6.12.tar | grep kernel-parameters.txt

kernel-source-6.12/Documentation/admin-guide/kernel-parameters.txt

# tar -xf kernel-source-6.12.tar kernel-source-6.12/Documentation/admin-guide/kernel-parameters.txt

Консоль GRUBgrub> help halt

 ___________________________________________________________________________

		grub>





 ___________________________________________________________________________

		help





 ___________________________________________________________________________

		halt





 ___________________________________________________________________________

grub> cat /etc/fstab

 ___________________________________________________________________________

		cat





 ___________________________________________________________________________

		/etc/fstab





 ___________________________________________________________________________

grub> ls

(hd0)  (hd0,msdos2)  (hd0,msdos1)

grub> ls (hd0,msdos2)

grub> cat (hd0,msdos2)/etc/system-release

 ___________________________________________________________________________

grub> set root=(hd0,msdos2)

grub> linux /boot/vmlinuz-4.19.79-std-def-alt1

grub> initrd /boot/initrd.img

grub> boot

 ___________________________________________________________________________

Grub Customizer		Grub Customizer





 ___________________________________________________________________________



Настройка GRUB средствами Grub Customizer

Управление параметрами ядра LinuxПараметры загрузки ядра		Указываются в параметрах загрузчика (GRUB) в





				kernel command line



		начинается с kernel или linux16









		Могут быть изменены





				в момент загрузки через интерактивный режим - команда e



		настройкой загрузчика ОС (GRUB)









linux /vmlinuz-6.12.21-27-generic root=/dev/sda6 splash noapic

		Параметры описаны в исходниках ядра в файле





				kernel-parameters.txt









Настройка параметров работы ядра		/proc/sys





$ sysctl vm.swappiness

60

$ cat /proc/sys/vm/swappiness

60

 ___________________________________________________________________________

$ sysctl vm.swappiness=50

$ echo /proc/sys/vm/swappiness

50

 ___________________________________________________________________________

Установка параметров ядра при старте/etc/sysctl.conf

/etc/sysctl.d/*.conf

 ___________________________________________________________________________

$ ls -1 /etc/sysctl.d

10-pve-ct-inotify-limits.conf

99-sysctl.conf

pve-cluster.conf

pve-firewall.conf

Синтаксис sysctl-файлов$ cat /etc/sysctl.d/99-sysctl.conf

vm.swappiness=60

 ___________________________________________________________________________

$ sysctl -a

...

$ sysctl -a | wc -l

1173

 ___________________________________________________________________________

Управление модулями ядра		Модули ядра





 ___________________________________________________________________________

		При сборке ядра можно определить,





				что станет модулем,



		что статически будет вкомпилировано в ядро,



		что не будет собираться вообще









# cat /boot/config-<version>

 ___________________________________________________________________________

		Собираются для конкретных версий ядра





/lib/modules/$(uname -r)

 ___________________________________________________________________________

Утилиты для работы с модулями		lsmod





 ___________________________________________________________________________

		insmod





 ___________________________________________________________________________

		rmmod





 ___________________________________________________________________________

		modprobe





 ___________________________________________________________________________

		modinfo





 ___________________________________________________________________________

		Пример





# modprobe 8139too

 ___________________________________________________________________________

# lsmod | grep 8139

. . .

 ___________________________________________________________________________

# rmmod 8139too

 ___________________________________________________________________________

# modinfo 8139too

. . .

 ___________________________________________________________________________

Особенности загрузки модулей		Загрузка модулей производится





		Автоматически - средствами UDEV





 ___________________________________________________________________________

		По параметрам конфигурации системы





/etc/modules-load.d/*.conf

 ___________________________________________________________________________

		Вручную в процессе работы средствами modprobe/insmod





 ___________________________________________________________________________

		Модуль нельзя выгрузить, если:





				он используется другим модулем



		он используется работающим процессом









		Модуль нельзя загрузить, если:





				он собран под другое ядро или с другими опциями, чем запущенное ядро



		он конфликтует с работающим модулем









Настройка загружаемых модулей ядра# ls -l /etc/modules

lrwxrwxrwx 1 root root 27 авг 11 13:25 /etc/modules -> modules-load.d/modules.conf

 ___________________________________________________________________________

/etc/modules-load.d/*.conf

 ___________________________________________________________________________

virtualbox.conf

 ___________________________________________________________________________

virtualbox-addition.conf

 ___________________________________________________________________________

libvirt-dm-mod.conf

 ___________________________________________________________________________

pve-storage.conf

pve-firewall.conf

qemu-server.conf

 ___________________________________________________________________________

zfs.conf

 ___________________________________________________________________________

Пример. Поддержка ФС ZFS ___________________________________________________________________________

		Необходимо обновить версию ядра





# update-kernel

 ___________________________________________________________________________

		Установка утилит управления





# apt-get install zfs-utils

. . .

		Пробую запустить инструмент управления пулами ZFS





# zpool list

The ZFS modules are not loaded.

Try running '/sbin/modprobe zfs' as root to load them.

 ___________________________________________________________________________

		Пытаемся загрузить модуль поддержки zfs





# modprobe zfs

modprobe: FATAL: Module zfs not found in directory /lib/modules/5.10.152-std-def-alt1

 ___________________________________________________________________________

		Ставим пакет с модулем





# apt-get install kernel-modules-zfs-std-def

		Теперь модуль есть в системе





# find /lib/modules -type f -name 'zfs.ko'

/lib/modules/5.10.152-std-def-alt1/fs/zfs/zfs.ko

		Загружаем





# modprobe zfs

# lsmod | grep zfs

zfs  4009984  0

zunicode  335872  1 zfs

zzstd  569344  1 zfs

zlua  176128  1 zfs

zavl  16384  1 zfs

icp  323584  1 zfs

zcommon  98304  2 zfs,icp

znvpair  98304  2 zfs,zcommon

spl  106496  6 zfs,icp,zzstd,znvpair,zcommon,zav

 ___________________________________________________________________________

		Дальше можем настраивать





# zpool list

no pools available

# zpool create -m /srv/zfs0 zpool0 /dev/sdb

. . .

 ___________________________________________________________________________

		После того как мы настроили использование данной ФС на накопителях/разделах модуль zfs будет подгружаться автоматически при загрузке системы - средствами UDEV





# cat /etc/modules-load.d/zfs.conf

#zfs

 ___________________________________________________________________________

		Если модуль надо не только загрузить при старте системы, но и загрузить с соотв. параметрами





# cat /etc/modules-load.d/zfs.conf

options zfs zfs_arc_max=<memory_size_in_bytes>

 ___________________________________________________________________________

Система инициализации ОС “Альт”Процесс загрузки ОС - продолжение		BIOS/UEFI





 ___________________________________________________________________________

		GRUB2





 ___________________________________________________________________________

		vmlinuz/initramfs





 ___________________________________________________________________________

		init





 ___________________________________________________________________________

Реализации /sbin/init		SysV - традиционная система стартовых скриптов UNIX



		Upstart - разработанный в Ubuntu, более не используется



		SystemD - используется в большинстве современных дистрибутивов





# ls -l `which init`

lrwxrwxrwx 1 root root 22 окт  3 02:12 /sbin/init -> ../lib/systemd/systemd

		Процесс «init»





 ___________________________________________________________________________

 ___________________________________________________________________________

 ___________________________________________________________________________

		systemd и SysV





 ___________________________________________________________________________

Система инициализации SystemVSysVinit - уровни выполнения (runlevels)		Runlevel

		Описание



		0

		завершение работы



		1, s, S

		однопользовательский режим



		2

		многопользовательский без сети



		3

		многопользовательский с сетью



		4

		не используется



		5

		многопользовательский с сетью и GUI



		6

		перезагрузка





SysVinit - inittab		/etc/inittab





 ___________________________________________________________________________

id:runlevel(s):action:process

		id





 ___________________________________________________________________________

		runlevel(s)





 ___________________________________________________________________________

		action





 ___________________________________________________________________________

		process





 ___________________________________________________________________________

SysVinit - стартовые скрипты/etc/init.d

 ___________________________________________________________________________

/etc/rc<X>.d

 ___________________________________________________________________________

 ___________________________________________________________________________

		имя ссылки начинается с S





 ___________________________________________________________________________

		имя ссылки начинается с K





 ___________________________________________________________________________

Система SystemDОсновы systemd		юнит (unit)





 ___________________________________________________________________________

# ls /lib/systemd/system

 ___________________________________________________________________________

# ls /etc/systemd/system

 ___________________________________________________________________________

Структура UNIT-файла# cat /lib/systemd/system/sshd.service 

[Unit]

Description=OpenSSH server daemon

After=syslog.target network.target



[Service]

EnvironmentFile=/etc/sysconfig/sshd

ExecStartPre=/usr/bin/ssh-keygen -A

ExecStartPre=/usr/sbin/sshd -t

ExecStart=/usr/sbin/sshd -D $EXTRAOPTIONS

ExecReload=/bin/kill -HUP $MAINPID

KillMode=process

Restart=always



[Install]

WantedBy=multi-user.target

 ___________________________________________________________________________

		Секция Unit





 ___________________________________________________________________________

		Description





 ___________________________________________________________________________

		Requires





 ___________________________________________________________________________

		Wants





 ___________________________________________________________________________

		After





 ___________________________________________________________________________

		Секция Service





 ___________________________________________________________________________

		EnvironmentFile





 ___________________________________________________________________________

		ExecStartPre





 ___________________________________________________________________________

		ExecStart





 ___________________________________________________________________________

		ExecReload





 ___________________________________________________________________________

		KillMode





 ___________________________________________________________________________

		Restart





 ___________________________________________________________________________

		Секция Install





 ___________________________________________________________________________

		WantedBy





 ___________________________________________________________________________

Типы юнитов		сервис (service)





 ___________________________________________________________________________

		таргет (target)





 ___________________________________________________________________________

		точка монтирования (mount)





 ___________________________________________________________________________

		automount





 ___________________________________________________________________________

		device





 ___________________________________________________________________________

 ___________________________________________________________________________

		сокет(socket)





 ___________________________________________________________________________

 ___________________________________________________________________________

		path





 ___________________________________________________________________________

 ___________________________________________________________________________

		scope





 ___________________________________________________________________________

		slice





 ___________________________________________________________________________

 ___________________________________________________________________________

		snapshot





 ___________________________________________________________________________

		timer





 ___________________________________________________________________________

SystemD - совместимость с SysVinit		Цель

		Уровень



		poweroff.target

		0



		rescue.target

		1



		multi-user.target

		2



		multi-user.target

		3



		multi-user.target

		4



		graphical.target

		5



		reboot.target

		6





# systemctl get-default

 ___________________________________________________________________________

# systemctl set-default multi-user.target

 ___________________________________________________________________________

# systemctl set-default graphical.target

 ___________________________________________________________________________

# systemctl isolate reboot.target

 ___________________________________________________________________________

Управление сервисамиsystemctl - работа с сервисами# systemctl [options] command [name] 

 ___________________________________________________________________________

# systemctl list-units -t service --all

# systemctl

# systemctl | grep 'pattern'

 ___________________________________________________________________________

# systemctl list-units -t service

 ___________________________________________________________________________

# systemctl enable sshd.service

# systemctl enable sshd

# systemctl enable /usr/sbin/sshd

 ___________________________________________________________________________

# systemctl disable sshd

 ___________________________________________________________________________

# systemctl daemon-reload

 ___________________________________________________________________________

systemctl - запуск/останов/перзапуск сервисов# systemctl start sshd

# systemctl enable --now sshd

 ___________________________________________________________________________

# systemctl stop sshd

# systemctl disable --now sshd 

 ___________________________________________________________________________

# systemctl restart sshd

 ___________________________________________________________________________

# systemctl reload sshd

 ___________________________________________________________________________

# systemctl mask sshd

 ___________________________________________________________________________

# systemctl unmask sshd

 ___________________________________________________________________________

Управление состоянием системы ___________________________________________________________________________

# systemctl reboot

 ___________________________________________________________________________

# systemctl halt

 ___________________________________________________________________________

# systemctl poweroff

 ___________________________________________________________________________

# systemctl suspend

 ___________________________________________________________________________

# systemctl hibernate

 ___________________________________________________________________________

Подсистема журналирования journaldОсновы journald# man systemd-journald

 ___________________________________________________________________________

/var/log/journal

 ___________________________________________________________________________

/run/log/journal

 ___________________________________________________________________________

Синтаксис journalctl# journalctl

 ___________________________________________________________________________

 ___________________________________________________________________________

# journalctl -n 30

 ___________________________________________________________________________

# journalctl -p emerg

 ___________________________________________________________________________

# journalctl -f

 ___________________________________________________________________________

# journalctl -S 17:00 -U 18:00

# journalctl -S 2019-09-01 -U 2019-09-01

# journalctl -S yesterday -U "2 hour ago"

 ___________________________________________________________________________

 ___________________________________________________________________________

# journalctl -b

# journalctl -b -1

 ___________________________________________________________________________

# journalctl -k

 ___________________________________________________________________________

# journalctl `which acpid`

# journalctl -u nginx.service

 ___________________________________________________________________________

# journalctl _PID=1543

# journalctl _UID=1001

 ___________________________________________________________________________

 ___________________________________________________________________________

# journalctl -g 'PATTERN'

 ___________________________________________________________________________

# journalctl -xe

 ___________________________________________________________________________

		-e





 ___________________________________________________________________________

		-x





 ___________________________________________________________________________

# journalctl --disk-usage

 ___________________________________________________________________________

Настройка journald# journalctl --vacuum-time=2d

 ___________________________________________________________________________

# journalctl --vacuum-size=500M

 ___________________________________________________________________________

# mkdir /var/log/journal

 ___________________________________________________________________________

/etc/systemd/journald.conf

 ___________________________________________________________________________

		SystemMaxUse=





 ___________________________________________________________________________

		SystemKeepFree=





 ___________________________________________________________________________

		SystemMaxFileSize=





 ___________________________________________________________________________

		SystemMaxFiles=





 ___________________________________________________________________________

Настройка сети в ОС “Альт”Режимы настройки сети в ОС “Альт” ___________________________________________________________________________

Etcnet ___________________________________________________________________________

/etc/net

 ___________________________________________________________________________

/etc/net/ifaces/<интерфейс>

 ___________________________________________________________________________

		Управление параметрами интерфейсов в режиме Etcnet





				доступно только суперпользователю



		средствами ЦУС



		редактирование файлов в настроечном каталоге интерфейса









# ifdown eth0

 ___________________________________________________________________________

# ifup eth0

 ___________________________________________________________________________

# systemctl status network

 ___________________________________________________________________________

Systemd-Networkd ___________________________________________________________________________

# apt-get install systemd-networkd

 ___________________________________________________________________________

# systemctl status systemd-networkd

 ___________________________________________________________________________

# systemctl disable --now network && systemctl enable --now systemd-networkd

 ___________________________________________________________________________

# systemctl disable --now systemd-networkd && systemctl enable --now network

 ___________________________________________________________________________

/etc/systemd/network/<имя_файла>.network

/etc/systemd/network/<имя_файла>.netdev

/etc/systemd/network/<имя_файла>.link

 ___________________________________________________________________________

		Управление параметрами интерфейсов в режиме Systemd-Networkd





				доступно только суперпользователю



		средствами ЦУС



		редактирование настроечные файлы интерфейса









NetworkManager(etcnet) ___________________________________________________________________________

# systemctl status NetworkManager

 ___________________________________________________________________________

/etc/net/ifaces/<интерфейс>

 ___________________________________________________________________________

		Управление параметрами интерфейсов в режиме NetworkManager(etcnet)





				доступно только суперпользователю



		средствами ЦУС



		редактирование файлов в настроечном каталоге интерфейса



		управление состоянием интерфейса - nmcli



		управляющая служба NetworkManager









NetworkManager(native) ___________________________________________________________________________

/etc/NetworkManager/system-connections

 ___________________________________________________________________________

# systemctl status NetworkManager

 ___________________________________________________________________________

Управление режимами настройки

Выбор режима настройки сетевого интерфейса

		Режим

		Параметры сети

		Состояние интерфейса



		Etcnet

		/etc/net, ЦУС

		ifup/ifdown



		NetworkManager(etcnet)

		/etc/net, ЦУС

		NetworkManager



		NetworkManager(native)

		NetworkManager

		NetworkManager



		Systemd-Networkd

		/etc/systemd/network, ЦУС

		SystemD-NetworkD





		Не контролируется





 ___________________________________________________________________________

Etcnet		https://www.altlinux.org/Etcnet



		https://www.altlinux.org/Etcnet_start





Расположение настроек/etc/net/ifaces

 ___________________________________________________________________________

		lo





 ___________________________________________________________________________

		default





 ___________________________________________________________________________

		unknown





 ___________________________________________________________________________

Создание конфигурации интерфейса# ip l

# cat /sys/class/net

 ___________________________________________________________________________

# mkdir /etc/net/ifaces/<int>

 ___________________________________________________________________________

options - основной файл настроек/etc/net/ifaces/<int>/options

 ___________________________________________________________________________

		Настройки для получения адреса по DHCP





TYPE=eth

DISABLED=no

NM_CONTROLLED=no

BOOTPROTO=dhcp

		Статическое назначение IP-адреса





TYPE=eth

DISABLED=no

NM_CONTROLLED=no

BOOTPROTO=static

CONFIG_IPV4=YES

Параметры optionsBOOTPROTO=[dhcp|static]

 ___________________________________________________________________________

NM_CONTROLLED=[yes|no]

 ___________________________________________________________________________

MODULE=<имя модуля>

 ___________________________________________________________________________

TYPE=[eth|bri|...]

 ___________________________________________________________________________

CONFIG_IPV4=yes

CONFIG_IPV6=no

 ___________________________________________________________________________

ONBOOT=[yes|no]

 ___________________________________________________________________________

DISABLED=[yes|no]

 ___________________________________________________________________________

Параметры options и режимы из ЦУС		NetworkManager(native)





DISABLED=yes

NM_CONTROLLED=yes

BOOTPROTO=static 

		NetworkManager(etcnet)





DISABLED=no

NM_CONTROLLED=yes

		Etcnet





DISABLED=no

NM_CONTROLLED=no 

Дополнительные файлы настроек# cat /etc/net/ifaces/<int>/ipv4address

10.0.0.20/24

 ___________________________________________________________________________

# cat /etc/net/ifaces/<int>/ipv4route

default via 10.0.0.254

 ___________________________________________________________________________

# cat /etc/net/ifaces/<int>/resolv.conf

nameserver 8.8.8.8

 ___________________________________________________________________________

Получение адреса динамическиBOOTPROTO=dhcp

 ___________________________________________________________________________

		dhcpcd





 ___________________________________________________________________________

# apt-get install dhcpcd 

 ___________________________________________________________________________

/etc/dhcpcd.conf

 ___________________________________________________________________________

Управление состоянием интерфейсов в etcnet		Автозапуск службы





# systemctl enable network

		Переинициализация сети





# systemctl restart network

 ___________________________________________________________________________

# ifup <int>

 ___________________________________________________________________________

# ifdown <int>

 ___________________________________________________________________________

Отключение NetworkManager# systemctl stop NetworkManager

# systemctl disable NetworkManager

# systemctl mask NetworkManager

 ___________________________________________________________________________

NetworkManagerО NetworkManager		Возможности Network Manager





				Управляет настройками сетевых интерфейсов исходя из подключения/отключения сетевого адаптера к сети



		Значительно упрощает настройку сети в динамичном сетевом окружении



		Позволяет (через PolKit) предоставлять возможность настройки сети пользователю









		Сетевые соединения (Connections)





 ___________________________________________________________________________

/etc/NetworkManager

 ___________________________________________________________________________

Интерфейсы управления Network Manager ___________________________________________________________________________

		GUI NetworkManager





 ___________________________________________________________________________

		nmtui





 ___________________________________________________________________________

		nmcli





 ___________________________________________________________________________

Графический интерфейс Network Manager

Состояние сетевых инетрфейсов NetworkManager



Подключение к беспроводным сетям



Переход к настройкам подключения



Модуль сеть настроек GNOME



Редактирование параметров сети

nmtui - текстовой интерфейс# apt-get install NetworkManager-tui

 ___________________________________________________________________________



Текстовой интерфейс Network Manager

nmcli - командный интерфейс$ nmcli dev

 ___________________________________________________________________________

$ nmcli con

 ___________________________________________________________________________

$ nmcli con show "System eth0"

$ nmcli con show 203f7e6c-d539-3343-b89b-18c7867de3fe

$ nmcli con show "System eth0" | grep IP4.ADDRESS

 ___________________________________________________________________________

$ nmcli con modify "System eth0" +ipv4.addresses 192.168.17.123/24

 ___________________________________________________________________________

$ nmcli con modify "System eth0" ipv4.routes 192.168.10.0/24  +ipv4.gateway 192.168.122.0

 ___________________________________________________________________________

$ nmcli con up "System eth0"

 ___________________________________________________________________________

		nmcli(1)





Разрешение имен узловУстановка имени узла$ hostname

$ hostnamectl

 ___________________________________________________________________________

# hostname altwks1.courses.alt

# hostnamectl set-hostname altwks1.courses.alt

 ___________________________________________________________________________

Коммутатор служб имен/etc/nsswitch.conf

 ___________________________________________________________________________

		Коммутатор служб имен (Name Service Switch)





$ cat /etc/nsswitch.conf

hosts: files dns 

. . .

Схема разрешения имен узлов

Схема разрешения имен

Методы разрешения именcat /etc/hosts

 ___________________________________________________________________________

/etc/resolv.conf

 ___________________________________________________________________________

/etc/hosts127.0.0.1 localhost localhost.localdomain

192.168.50.201 server server.domain.com

/etc/resolv.confnameserver 10.0.2.3

nameserver 8.8.8.8

search courses.alt

		Утилита resolvconf





 ___________________________________________________________________________

Утилиты сетевой диагностикиping/ping6 - доступность IP-узла$ ping [OPTIONS] [IP|NAME]

$ ping6 [OPTIONS] [IP|NAME]

 ___________________________________________________________________________

		-c X





 ___________________________________________________________________________

Пример ping$ ping -c 4 192.168.1.1

ss - просмотр сетевых соединений$ ss

 ___________________________________________________________________________

		-a





 ___________________________________________________________________________

		-l





 ___________________________________________________________________________

		-t/ -u





 ___________________________________________________________________________

		-n





 ___________________________________________________________________________

		-p





 ___________________________________________________________________________

		-s





 ___________________________________________________________________________

# ss -atnp

 ___________________________________________________________________________

Утилиты dig/host/nslookup# apt-get install bind-utils

 ___________________________________________________________________________

$ dig example.com

$ host example.com

$ nslookup example.com

 ___________________________________________________________________________

Удаленное управление (SSH, RDP, VNC)Протоколы терминального доступа		Закрытые





				AnyDesk



		TeamViewer









		Открытые





				RDP



		VNC



		X2GO



		SPICE









Клиент протоколов удаленного доступа (RDP, VNC, и др.)RDP-клиент в коммандной строке$ xfreerdp /v:xrdp-server

$ xfreerdp /v:xrdp-server /u:<user> /p:<password>

Remmina# apt-get install remmina remmina-plugins-rdp

 ___________________________________________________________________________



Подключение к RDP-серверу средствами remmina

Connector# apt-get install connector



Интерфейс Connector

KRDC (KDE)		Cтавится по-умолчанию в Рабочая Станция К, разные протоколы доступа



		Сеть -> KRDC (Удалённый доступ к рабочему столу)







Подключение к RDP-серверу средствами KRDC

vncviewer (в составе TigerVNC)		Установка в составе пакета tigervnc





# apt-get install tigervnc

		Подключение к VNC-серверу





$ vncviewer [host][::port]

$ vncviewer [host][:display#]

		При запуске без параметров отображает графический интерфейс параметров подключения







Интерфейс VNC-клиента vncviewer

RDP-сервер на ОС Альт		Страница в Альт Wiki





				https://www.altlinux.org/Xrdp









Установка XRDP в ОС Альт# apt-get install xrdp

		xrdp (tcp,3389)





 ___________________________________________________________________________

		xrdp-sesman (tcp,3350)





 ___________________________________________________________________________

# systemctl enable xrdp xrdp-sesman

# systemctl start xrdp xrdp-sesman

Права пользователей		tsusers





 ___________________________________________________________________________

# usermod -aG tsusers <user>

		tsadmins





 ___________________________________________________________________________

Настройки XRDP$ ls /etc/xrdp/

sesman.ini

xrdp.ini

. . .

Варианты организации взаимодействия посредством протокола VNC		Статья в Альт Wiki





				https://www.altlinux.org/VNC









		С помощью xorg-extension-vnc



		С помощью vino-mate



		С помощью x11vnc



		С помощью x11vnc-service



		C помощью TigerVNC (многопользовательский режим)





Подключение по VNC (vino-mate)		Установка пакета (на управляемом узле)





# apt-get install vino-mate

		Настройка





				Параметры -> Общий доступ к рабочему столу









 ___________________________________________________________________________

$ vino-preferences



Настройки подключения к рабочему столу MATE

		Для первичного применения параметров необходимо перезапустить сеанс (в дальнейшем изменение настроек будет происходить мгновенно). Если пакет включен в дистрибутив - данное действие не требуется.





Подключение по VNC (Krfb)		Krfb — vnc-сервер среды KDE для совместного доступа к рабочему столу.





$ apt-get install kde5-krfb



Настройки подключения к рабочему столу KDE

		При подключении клиента будет появляться уведомление о попытке соединения







Уведомление о попытке соединения

Подключение по VNC (x11vnc-service)		Установка пакета





# apt-get install x11vnc-service

		Запуск/автозапуск





				Внимание - по умолчанию тот же порт, что и vino









# systemctl enable --now x11vnc

		Пароль для удаленного доступа - задается под суперпользователем





# x11vnc --storepasswd 

Enter VNC password: 

Verify password:  

Write password to /root/.vnc/passwd?  [y]/n

Организация хранения данныхРазбиение дисковПодключение дисков		Различные интерфейсы (контроллеры)





				IDE/EIDE



		SATA



		SCSI



		SAS



		USB









		Каждый контроллер обрабатывается своим драйвером



		Драйвер: major-номер файла устройства



		Диск, подключенный к контроллеру: minor-номер





$ ls -l /dev/sd*

brw-rw---- 1 root disk 8,  0 Jun 24 06:13 /dev/sda

brw-rw---- 1 root disk 8,  1 Jun 24 06:13 /dev/sda1

brw-rw---- 1 root disk 8,  2 Jun 24 06:13 /dev/sda2

brw-rw---- 1 root disk 8,  3 Jun 24 06:13 /dev/sda3

brw-rw---- 1 root disk 8, 16 Jun 24 06:13 /dev/sdb

brw-rw---- 1 root disk 8, 32 Jun 24 06:13 /dev/sdc

brw-rw---- 1 root disk 8, 48 Jun 24 06:13 /dev/sdd

brw-rw---- 1 root disk 8, 64 Jun 24 06:13 /dev/sde

Разбиение дисков на разделы		Каждый раздел - блочное устройство



		На разделе можно содавать файловую систему (ФС)



		Раздел можно использовать в менеджере томов (LVM) или в программном рейде (mdadm)



		Два метода разбиения на разделы:





				MBR(dos) - классический



		GPT - современный









Таблица разделов Master Boot Record - MBR

Таблица MBR

		Максимальная совместимость



		До 7 разделов - 4 первичных/основных раздела, один из которых может стать т.н. расширенным и тоже содержать до 4ех разделов



		Раздел может быть размером до 2.1 Tb



		При повреждении первых секторов, диск перестает читаться





$ dd if=/dev/sda of=mbr-backup.img bs=512 count=1

Таблица разделов GUID Partition Table - GPT		Современный стандарт разбиения дисков



		Является частью стандарта EFI - Extensible Firmware Interface (замена устаревшего BIOS)



		Используется блочная адресация LBA, вместо CHS в MBR, что позволяет создавать разделы до 9,4 ЗБ



		В отличае от MBR Не содержит кода загрузчика, расчитывает, что этим будет заниматься EFI - там предусматривается на это специальный раздел



		Количество разделов - 128



		Таблица разбиения дублирована - в начале диска и в конце







Таблица GPT

Необходимость в создании разделов		Резервное сохранение





 ___________________________________________________________________________

		LUKS





 ___________________________________________________________________________

		SWAP





 ___________________________________________________________________________

		LVM





 ___________________________________________________________________________

		RAID





 ___________________________________________________________________________

Утилиты blkid/lsblk		blkid





 ___________________________________________________________________________

		lsblk





 ___________________________________________________________________________

$ lsblk /dev/sda 

NAME  MAJ:MIN RM  SIZE RO TYPE  MOUNTPOINT 

sda  8:0  0 298,1G  0 disk   

├─sda1  8:1  0  100M  0 part   

├─sda2  8:2  0 220,1G  0 part   

├─sda3  8:3  0  477M  0 part  /boot 

└─sda4  8:4  0  77,5G  0 part   

 └─sda4_crypt 253:0  0  77,5G  0 crypt / 

Редактирование таблиц разделов		fdisk





 ___________________________________________________________________________

		parted





 ___________________________________________________________________________

		cfdisk





 ___________________________________________________________________________

		gparted





 ___________________________________________________________________________

Менеджер логических томов (LVM)LVM - Logical Volume Management ___________________________________________________________________________

		Возможности:





		Изменение размеров на лету





 ___________________________________________________________________________

		Добавление на лету





 ___________________________________________________________________________

		Изменение без отмонтирования





 ___________________________________________________________________________

LVM - логика работы		Берем несколько физических дисков/разделов - Physical Volumes



		объединяем место на выбранных физических дисках/разделах в т.н. Volume Group



		Это место (VG) делится на набор блоков - экстентов (по умолчанию 4MB)



		Из экстентов формируем логические тома - Logical Volumes - новые блочные устройства



		Форматируем/монтируем тома



		При необходимости экстенты перераспределяются между томами





Схема работы LVM

Схема работы LVM

Создание логических томов		Создание разделов на жестких дисках





				fdisk - тип 8e (MBR)









		Создание PV из раздела/диска





				pvcreate /dev/sda1









		Создание VG из PV





				vgcreate vg01 /dev/sda1 /dev/sda2









		Создание LV из VG





				lvcreate -L 2G -n lv_home vg01









		Создание ФС на LV, как в случае обычного блочного устройства





				mkfs.ext4 /dev/vg01/lv_home









		Монтирование LV





				mount /dev/vg01/lv_home /home



		внесение в /etc/fstab









Просмотр конфигурации LVM		Просмотр конфигурации PV





# pvdisplay <PV> 

# pvs 

		Просмотр VG





# vgdisplay <VG> 

# vgs 

		Просмотр LV





# lvdisplay <LV> 

# lvs 

Physical Volumes (PV)# pvcreate <device> 

# pvremove <device> 

# pvdisplay [device] 

 ___________________________________________________________________________

Volume Group (VG)# vgcreate <vg> <device1> <device2> 

# vgremove <vg> 

# vgdisplay [vg] 

# vgextend <vg> 

 ___________________________________________________________________________

Logical Volumes (LV)# lvcreate -L <size> -n <name> <vg> 

# lvremove <name> 

# lvdisplay [name] 

# lvextend <params> 

 ___________________________________________________________________________

Изменение размера LV		Подразумевает 2 операции:





		Изменяем размер LV



		Перестраиваем ФС под новый размер - специфично для ФС





 ___________________________________________________________________________

		Экстенты в LV будут добавляться из любого незанятого участка VG





 ___________________________________________________________________________

		Два возможных варианта.





		Обе операции за раз - утилита lvresize





# lvresize -r -L +1G /dev/vg01/lv_home 

		Или последовательно lvextend/lvreduce и затем resize2fs или соответствующая утилита используемой файловой системы





# lvextend -L 3G /dev/vg01/lv_home 

# resize2fs /dev/vg01/lv_home 

LVM - дополнительно		LVM Snapshots





 ___________________________________________________________________________

		LVM Cache Volumes





 ___________________________________________________________________________

		LVMRAID





 ___________________________________________________________________________

		LVM Thin





 ___________________________________________________________________________

RAID - массивыТехнологии RAID		RAID - Redundant Array of Inexpensive Disks (Redundunt Array of Independent Disks)





 ___________________________________________________________________________

		Реализации





		Аппаратный RAID





 ___________________________________________________________________________

		FakeRAID





 ___________________________________________________________________________

		Програмный RAID





 ___________________________________________________________________________

Уровни RAID ___________________________________________________________________________

		JBOD (не RAID)



		RAID0 (striped volume)



		RAID1 (mirrored)



		RAID4 (1d parity)



		RAID5 (floating 1d parity)



		RAID6 (floating 2d parity)



		RAID10 (RAID 1+0)



		RAID01 (RAID 0+1)





RAID0 - Чередование секторов (striping)

RAID0

		Без резервирования



		Диски: 2 и более



		Надежность - ниже, увеличивается вероятность потери данных



		Скорость (для больших запросов):





				чтение - выше в N раз, где N - кол-во дисков



		запись - выше









		КПД по обьему - 100%





RAID1 - Зеркалирование секторов (mirroring)

RAID1

		Диски: 2 и более



		Надежность - выше



		Скорость (для больших запросов):





				чтение - выше (запросы параллельно)



		запись - такая же









		КПД по обьему - 50% (для двух дисков)





RAID4

RAID4

RAID5

RAID5

RAID6

RAID6

RAID 4/5/6		Плюсы





				низкие накладные расходы на реализацию избыточности (1-2 диска)



		достаточно высокие скорости чтения и записи данных



		RAID6 - высокая отказоустойчивость









		Минусы





				серьезная деградация скорости чтения при сбое 1 диска (RAID4,5)



		сложное восстановление данных (в сравнении с RAID 1)



		дополнительная нагрузка на железо









RAID10

RAID10

RAID10 - особенности		Плюсы





				высокая отказоустойчивость



		высокая производительность









		Минусы





				двойная стоимость









RAID01

RAID01

Аппаратный RAID в Linux

Аппаратный RAID

		Аппаратный RAID-контроллер:





 ___________________________________________________________________________

Программный RAID в Linux (mdadm)# mdadm 

 ___________________________________________________________________________

		Массивы можно создавать из любых блочных устройств





 ___________________________________________________________________________

		Уровни RAID





 ___________________________________________________________________________

		Раздел /boot на RAID





 ___________________________________________________________________________

		Хранение настроек





 ___________________________________________________________________________

# mdadm -A --scan 

 ___________________________________________________________________________

Работа с mdraid		Создаем необходимое количество разделов на дисках





				fdisk, тип fd (только MBR)









		Для существующих разделов, на которых ранее создавался программный RAID





 # mdadm --zero-superblock --force /dev/sdb1 

 ___________________________________________________________________________

		Объединяем разделы в RAID требуемого уровня - получаем блочное устройство





				mdadm









		Создаем ФС на получившимся RAID-массиве





				mkfs









		Монтируем/добавляем в /etc/fstab





				mount









		Запоминаем конфигурацию RAID в mdadm.conf





# mdadm --detail --scan >> /etc/mdadm.conf 

# make-initrd 

 ___________________________________________________________________________

		Мониторим статус работы и исправность задействованных дисков/разделов





mdadm - создание массива# mdadm -C /dev/md0 -l 1 -n 2 /dev/sda3 /dev/sdc3 

		-C





 ___________________________________________________________________________

		-l





 ___________________________________________________________________________

		-n





 ___________________________________________________________________________

# cat /proc/mdstat 

md0 : active raid1 sdc[1] sdb[0] 

 1046528 blocks super 1.2 [2/2] [UU] 

Мониторинг программного RAID		/proc/mdstat





# cat /proc/mdstat 

md0 : active raid1 sdc[1] sdb[0] 

 1046528 blocks super 1.2 [2/2] [UU] 

 ___________________________________________________________________________

		Подробная информация о массиве mdadm -D





# mdadm -D /dev/md0 

. . . 

# mdadm --detail 

. . . 

		Утилита mdmonitor (сервис)





 ___________________________________________________________________________

/etc/mdadm.conf

 ___________________________________________________________________________

MAILADDR mail@domain.com

Замена диска		Моделируем сбой.





 ___________________________________________________________________________

# mdadm /dev/md0 -f /dev/sdb1 

 ___________________________________________________________________________

		Выход из строя одного из дисков





# cat /proc/mdstat 

md0 : active raid1 sdb[0] 

 1046528 blocks super 1.2 [2/1] [U_] 

		Удаляем сбойный диск, добавляем новый





# mdadm /dev/md0 --remove /dev/sdc 

# mdadm /dev/md0 --add /dev/sde 

		Массив начинает восстанавливаться





# mdadm -D /dev/md0 

... 

Rebuild Status : 38% complete 

... 

		Разборка массива





# mdadm -S /dev/md127 

Файловые системы в ОС АльтОсновные файловые системы ___________________________________________________________________________

		ext2





 ___________________________________________________________________________

		ext3/4





 ___________________________________________________________________________

		btrfs





 ___________________________________________________________________________

		zfs





 ___________________________________________________________________________

		XFS





 ___________________________________________________________________________

		JFS





 ___________________________________________________________________________

Swap		Swap-раздел и понятие «подкачки»





 ___________________________________________________________________________

		Расчёт размера swap-раздела





 ___________________________________________________________________________

 ___________________________________________________________________________

		Разница между гибернацией и ждущим режимом





 ___________________________________________________________________________

 ___________________________________________________________________________

		Создание файла/раздела под swap





# dd if=/dev/zero of=/swapfile bs=1M count=1000 

 ___________________________________________________________________________

# mkswap /swapfile 

 ___________________________________________________________________________

# mkswap /dev/sda2 

 ___________________________________________________________________________

# swapon /dev/sda2 

 ___________________________________________________________________________

# swapoff /dev/sda2 

 ___________________________________________________________________________

tmpfs		tmpfs





 ___________________________________________________________________________

# mount -t tmpfs none /mnt/ramdisk -o size=100M 

Файловые системы ext2/ext3/ext4Общая информация		ext4





 ___________________________________________________________________________

		Журнализируемая ФС





 ___________________________________________________________________________

		Экстенты (extents)





 ___________________________________________________________________________

		Лимиты

		ext3

		ext4



		Размер ФС

		16 Тб

		1 Эб



		Файл

		2 Тб

		16 Тб



		Подкаталоги

		32k

		неограниченно





Создание ФС ext4		mkfs.ext4 (mke2fs, mkfs -t ext4)





 ___________________________________________________________________________

		-b





 ___________________________________________________________________________

		-с





 ___________________________________________________________________________

# mkfs.ext4 -b 4096 /dev/sdb3 

		Установка метки





# e2label <device> <label> 

Создание EXT4 (mkfs.ext4) с учетом геометрии тома# mkfs.ext4 -E stride=4k,stripe_width=12k  /dev/<xxx> 

		stride=stride-size





 ___________________________________________________________________________

		stripe_width=stripe-width





 ___________________________________________________________________________

ext4 Superblock, Block Groups		Superblock





 ___________________________________________________________________________

		Block Groups





 ___________________________________________________________________________

# dumpe2fs /dev/sda3 

Параметры ext4 в суперблоке		Зарезервированное место под данные суперпользователя - Reserved block count





 ___________________________________________________________________________

		Количество монтирований перед проверкой ФС - Maximum mount count





 ___________________________________________________________________________

		Mount count





 ___________________________________________________________________________

		Check interval





 ___________________________________________________________________________

Настройка ext4 - tune2fs ___________________________________________________________________________

# tune2fs -l /dev/sda1 

 ___________________________________________________________________________

# tune2fs -c 25 /dev/sda1 

 ___________________________________________________________________________

# tune2fs -i 10 /dev/sda1 

 ___________________________________________________________________________

# tune2fs -m 10 /dev/sdb1 

 ___________________________________________________________________________

Дефрагментация ext4		Необходимость дефрагментации





 ___________________________________________________________________________

# e4defrag -c /dev/<xxx> 

 ___________________________________________________________________________

# e4defrag /dev/<xxx> 

 ___________________________________________________________________________

Дополнительные команды# resize2fs 

 ___________________________________________________________________________

# e2image 

 ___________________________________________________________________________

# dump 

# restore 

 ___________________________________________________________________________

Файловая система btrfsОбщая информация		btrfs - B-Tree Filesystem





 ___________________________________________________________________________

		Том btrfs





 ___________________________________________________________________________

		Подтом (subvolume)





 ___________________________________________________________________________

		Подтома по-умолчанию





 ___________________________________________________________________________

UUID=aea738ef-fb3f-43ba-99cf-6bc940b83e23  /  btrfs  relatime,subvol=/@  0  2

UUID=aea738ef-fb3f-43ba-99cf-6bc940b83e23  /home  btrfs  nosuid,relatime,subvol=/@home  0  2

 ___________________________________________________________________________

Структура BTRFS

Структура BTRFS

		Блочные устройства





 ___________________________________________________________________________

		System: Логическое адресное пространство





 ___________________________________________________________________________

		Мetadata: Метаданные файловой системы





 ___________________________________________________________________________

		Data: Пользовательские данные





 ___________________________________________________________________________

Создание BTRFS# mkfs.btrfs /dev/sdb -L one_disk 

 ___________________________________________________________________________

# mkfs.btrfs /dev/sdb /dev/sdc -L two_disks 

 ___________________________________________________________________________

		Профили записи





 ___________________________________________________________________________

		Single





 ___________________________________________________________________________

		DUP





 ___________________________________________________________________________

		RAIDX





 ___________________________________________________________________________

Квотиртование дискового пространстваКвотирование средствами ФС семейства ext		Ограничение пользователей в использовании дисовых ресурсов:





				по inode



		по блокам









 ___________________________________________________________________________

		Мягкое ограничение





 ___________________________________________________________________________

		Жёсткое ограничение





 ___________________________________________________________________________

		Льготный период (grace period)





 ___________________________________________________________________________

Требования для работы квотирования		В корне файловой системы должны быть файлы





				aquota.user - ограничения для пользователей



		aquota.group - ограничения для групп









 ___________________________________________________________________________

		ФС должна быть примонтирована с опциями квотирования: usrquota/grpquota (/etc/fstab)





Основные инструменты		quotacheck





 ___________________________________________________________________________

		quotaon





 ___________________________________________________________________________

		quotaoff





 ___________________________________________________________________________

		edquota





 ___________________________________________________________________________

		quota





 ___________________________________________________________________________

Включение квотирования		Создание (обновление) файлов квот средствами quotacheck





# quotacheck -ua

 ___________________________________________________________________________

# quotacheck -ga

 ___________________________________________________________________________

# quotacheck -u <mount_point> 

 ___________________________________________________________________________

# quotacheck -g <mount_point>

 ___________________________________________________________________________

		Активция квотирования





# quotaon -ua

# quotaon -ag <mount_point>

 ___________________________________________________________________________

# quotaon -p

 ___________________________________________________________________________

Настройка ограничений квотирования		aquota.user/aquota.group





 ___________________________________________________________________________

# edquota -u [username]

 ___________________________________________________________________________

# edquota -g [groupname]

 ___________________________________________________________________________

# edquota -u -p [userproto] [username]

 ___________________________________________________________________________

Просмотр отчетов и пересчет квотирования		quota - использование пользовательских ограничений



		quota -g - использование групповых ограничений





 ___________________________________________________________________________

# quotaoff

# quotacheck

# quotaon

 ___________________________________________________________________________

Модуль ЦУС Использование диска (alterator-quota)		Модуль Использование диска





 ___________________________________________________________________________

# apt-get install alterator-quota



GUI: Модуль Использование диска



WEB: Модуль Использование диска

		Отметка Включено





 ___________________________________________________________________________

		Значение 0





 ___________________________________________________________________________



Сообщение при превышении дисковой квоты

Мониторинг и диагностика работы системыМониторинг загрузки процессораИнструментарий мониторинга		Утилиты командной строки



		Содержимое псевдофайловых систем /proc и /sys



		Графические средства мониторинга (специфично для дистрибутивов и используемых окружений рабочего стола)



		Инструменты удаленного мониторинга





Информация по процессору		Для понимания значений загрузки по процессору необходимо знать кол-во ядер в вашей системе:





$ cat /proc/cpuinfo | grep processor 

processor  : 0 

processor  : 1 

processor  : 2 

processor  : 3 

		Основные инструменты мониторинга CPU:





				uptime



		top



		vmstat



		sar









Измерение загрузки процессора		Загрузка ЦП* - отношение количества текущих активных процессов и процессов в очереди к “мощности” (общей производительности) системы





				загрузка 0,12 (12%) на одноядерной системе - процессор простаивает 88% времени



		загрузка 2,3 на четырехядерной системе - процессор загружен более чем на 50%



		загрузка 2,4 на двухядерной системе - процессор загружен полностью и еще 20% процессов стоят в очереди









Утилита uptime		Текущее время



		Время с моента последней загрузки системы



		Количество пользователей в системе



		Средние значения загрузки:





				за последнюю минуту



		5 минут



		15 минут









$ uptime 

20:34:33 up 10:43, 1 user, load average: 1,18, 1,26, 1,26 

Утилита top - CPU# apt-get install top

 ___________________________________________________________________________



Утилита top

		1 строчка - вывод на основе uptime



		3 строчка - % времени CPU, занятый на:





				us выполнение пользовательских not-nice процессов



		sy выполнение задач ядра



		ni выполнение пользовательских nice процессов



		id в ожидании задач



		wa ожидание операций I/O



		hi выполнение аппаратных прерываний



		si выполнение програмных прерываний



		st время, позаимствованное гипервизором у ВМ (oversubscription)









		Столбец %CPU - процентная доля 1CPU, используемая в данный момент конкретным процессом



		Опции командной строки



		-b





 ___________________________________________________________________________

		-с





 ___________________________________________________________________________

		-n





 ___________________________________________________________________________

Аналоги (htop, и т.п.)# apt-get install htop

 ___________________________________________________________________________



Утилита htop

Симуляция загрузки по процессору		Использование генератора псевдослучайных чисел





$ dd if=/dev/urandom of=/dev/null & 

$ yes > /dev/null & 

Мониторинг использования памятиИнструменты мониторинга памяти		Утилита

		Описание



		free

		краткая сводка о распределению памяти



		vmstat

		детально по всем подсистемам ОС



		pmap

		карта памяти процесса





		Распределение памяти в системе





				/proc/meminfo









Утилита free$ free -m 

		Параметр

		Описание



		total

		всего в системе



		used

		использовано процессами



		free

		свободно



		shared

		разделяемая память (tmpfs)



		buff/cache

		буферный и страничный кэш



		available

		доступная память





		-m - в мегабайтах, -h - удобочитаемо





Утилита free - доступная в системе память ___________________________________________________________________________

		cached





 ___________________________________________________________________________

		buffers





 ___________________________________________________________________________

		available это примерно free + cached





 ___________________________________________________________________________

Утилита vmstat		Отображает сводку по системе





				procs - процессы



		memory - память



		swap - свопинг



		io - ввод-вывод



		system - система



		cpu - процессор









		vmstat [options] [delay] [count]





				первая линия - суммарно с загрузки



		дальше count раз с интервалом delay секунд



		по умолчанию в блоках по 1Кб, -S - размерность









$ vmstat -SM 5 4 



VMStat - отображение вывода

procs		r - кол-во процессов в очереди. >0 - нагрузка CPU



		b - кол-во процессов ожидающих I/O. >0 - нагрузка на I/O





swap		si (swap in) — количество блоков в секунду, считываеемых из swap в память



		so (swap out) — количество блоков в секунду, перемещаемых из памяти в swap



		В идеале, значения должны быть от 0 до 10K/с (+/-)





IO		bi (blocks in) — количество блоков в секунду, считанных с диска



		bo (blocks out) — количество блоков в секунду, записанных на диск





system		in (interrupts) — количество прерываний в секунду



		cs (context switches) — количество переключений между задачами





cpu		us (user time) — % времени CPU, занятый на выполнение не принадлежащих ядру задач



		sy (system time) — % времени CPU, занятый на выполнение задач ядра



		id (idle) — % времени в ожидании задач



		wa (waiting) — % времени CPU, занятый на ожидание операций I/O



		st (stolen from VM) - время, позаимствованное гипервизором у ВМ (oversubscription)





Мониторинг ввода-выводаДоступность ресурсов ФС		Основное:





				место на диске



		наличие свободных inodes









$ df -hT 

$ df -hTi 

Инструменты мониторинга ввода-вывода		Средство

		Описание



		vmstat

		комплексная картина по системе



		iostat

		базовое средство мониторинга I/O



		iotop

		top-подобный инструмент





Набор утилит sysstat$ apt-get install sysstat

 ___________________________________________________________________________

		iostat





 ___________________________________________________________________________

		mpstat





 ___________________________________________________________________________

		pidstat





 ___________________________________________________________________________

		cifsiostat





 ___________________________________________________________________________

		sar





 ___________________________________________________________________________

		sadf





 ___________________________________________________________________________

iostat ___________________________________________________________________________

$ iostat [OPTIONS] [devices] [interval] [count] 

 ___________________________________________________________________________

		iostat sda





 ___________________________________________________________________________

		Опции командной строки



		-t





 ___________________________________________________________________________

		-x





 ___________________________________________________________________________

		-p





 ___________________________________________________________________________

		-d





 ___________________________________________________________________________

		-h/-m/-k





 ___________________________________________________________________________

		iostat(1)





# iostat -m /dev/sd[a-g]

Linux 5.10.200-std-def-alt1 (host123)  10.01.2024  _x86_64_  (12 CPU)



avg-cpu:  %user  %nice %system %iowait  %steal  %idle

 3,27  0,00  1,78  5,87  0,00  89,08



Device  tps  MB_read/s  MB_wrtn/s  MB_dscd/s  MB_read  MB_wrtn  MB_dscd

sda  0,00  0,00  0,00  0,00  11  0  0

sdb  0,00  0,00  0,00  0,00  11  0  0

sdc  27,21  0,86  1,02  0,00  157909  186713  0

sdd  27,40  0,85  1,02  0,00  156409  186713  0

sde  8,53  0,29  0,09  0,00  53672  15644  0

sdf  54,01  0,69  2,77  0,00  125622  508319  0

sdg  53,16  0,69  2,77  0,00  125618  508319  0

		Информация о загруженности процессора (в процентах)





		Колонка

		Описание



		%user

		использование процессора программами, работающими в пространстве пользователя



		%nice

		использование процессора программами, работающими в пространстве пользователя с изменённым приоритетом



		%system

		использование процессора ядром



		%iowait

		время затраченное на ожидание завершения операций ввода/вывода



		%steal

		простой виртуального процессора, пока гипервизор отдаёт мощность другому виртуальному процессору



		%idle

		время простоя процессора





		Большое значение параметра %iowait





 ___________________________________________________________________________

		Информация об устройствах ввода-вывода





		Колонка

		Описание



		tps

		количество запросов на чтение или запись к устройству в секунду



		KB_read/s, MB_read/s

		количество данных, прочитанных с устройства за секунду



		KB_wrtn/s, MB_wrtn/s

		количество данных, записанных на устройство в секунду



		KB_dscd/s, MB_dscd/s

		скорость освобождения (discard) блоков данных на устройстве в секунду (актуально для SSD)



		KB_read, MB_read

		общее количество прочитанных данных с диска с момента загрузки системы



		KB_wrtn, MB_wrtn

		количество записанных данных с момента загрузки системы



		KB_dscd, MB_dscd

		количество освобождённых (discard) блоков на диске в результате выполнения операции trim (актуально для SSD)





# iostat -mxd /dev/sd[a-g]

. . .

		Столбцы расширенной статистики





		Колонка

		Описание



		r/s (w/s)

		общее количество запросов на чтение (запись) в секунду



		rkB/s, rMB/s (rkB/s, rMB/s)

		количество данных, прочитанных с устройства (записанных на устройство) за секунду



		rrqm/s (wrqm/s)

		количество объединенных запросов на чтение (запись) в секунду, поставленных в очередь к устройству



		%rrqm (%wrqm)

		процент запросов на чтение (запись), которые были объединены, прежде чем были поставлены в очередь к устройству



		r_await (w_await)

		среднее время в миллисекундах завершения запроса к устройству на чтение (запись), включает время ожидания в очереди и время обработки



		rareq-sz (wareq-sz)

		средний размер в килобайтах запроса на чтение (запись) к устройству



		d…

		аналогично - для операции освобождения (discard)



		f…

		аналогично - для операций flush (инициированная приложением очистка кэша записи)



		aqu-sz

		средняя длина очереди запросов к устройству



		%util

		процент времени, в течении которого устройство было занято обработкой запросов ввода-вывода





pidstat ___________________________________________________________________________

		/-d





 ___________________________________________________________________________

		Колонка

		Описание



		kB_rd/s

		Скорость, с которой процесс читает с диска



		kB_wr/s

		Скорость, с которой процесс записывает на диск





sar - System Activity Reporter		sar





 ___________________________________________________________________________

$ sar -u 2 5

 ___________________________________________________________________________

$ sar -b 2 5

 ___________________________________________________________________________

$ sar -r 2 5

 ___________________________________________________________________________

$ sar -n ALL 2 5 -o net.report

 ___________________________________________________________________________

$ sar -n ALL --iface=eth0 -f net.report

 ___________________________________________________________________________

/var/log/sa/saDD

/var/log/sa/saYYYYMMDD

 ___________________________________________________________________________

$ sar -A

 ___________________________________________________________________________

iotop		iotop





 ___________________________________________________________________________

		-o





 ___________________________________________________________________________

# apt-get install iotop

 ___________________________________________________________________________



Запуск утилиты iotop

Измерение производительности ввода-вывода		Инструменты

		Описание



		hdparm

		оценка линейного чтения



		dd

		оценить линейного чтения/записи



		bonnie++

		ФС только, устарел



		iozone

		ФС только



		fio

		ДС, сеть, шаблоны





Работа Page Cache (Buffer Cache) - запись данных на диск		Записываем данные в файл





$ dd if=/dev/zero of=testfile bs=1M count=100

$ sync

		Смотрим состояние Page Cache:





				Dirty pages - не записанные на диск страницы









$ watch -d -n 1 'grep Dirty /proc/meminfo'

Работа Page Cache (Buffer Cache) - чтение данных с диска$ free -m

$ sync

$ echo 3 > /proc/sys/vm/drop_caches

$ free -m

 ___________________________________________________________________________

$ free -m

$ dd if=testfile of=/dev/null bs=1M count=1000

$ free -m

 ___________________________________________________________________________

Использование hdparm# apt-get install hdparm

 ___________________________________________________________________________

# hdparm -T /dev/sda2

 ___________________________________________________________________________

# hdparm -t /dev/sda2

 ___________________________________________________________________________

# hdparm -W1 /dev/sda

# hdparm -W0 /dev/sda

 ___________________________________________________________________________

Использование dd ___________________________________________________________________________

		Обязательно отключаем Page Cache





				oflag=direct/iflag=direct









$ dd if=/dev/zero of=testfile1 bs=1G count=1 oflag=direct

$ dd if=/dev/zero of=/dev/sdb1 bs=1G count=1 oflag=direct

$ dd if=testfile1 of=/dev/null bs=1G count=1 iflag=direct

$ dd if=/dev/sdb1 of=/dev/null bs=1G count=1 iflag=direct

 ___________________________________________________________________________

Мониторинг сетевой активностиСтатистика сетевых интерфейсов$ ip -s link show enp12s0

 ___________________________________________________________________________

		ifstat





 ___________________________________________________________________________

# apt-get install ifstat

 ___________________________________________________________________________

Сетевые сокеты в системе		Файловые сокеты





 ___________________________________________________________________________

		Сетевые сокеты





 ___________________________________________________________________________

		Семейства сокетов





 ___________________________________________________________________________

		AF_INET





 ___________________________________________________________________________

		AF_INET6





 ___________________________________________________________________________

		AF_LOCAL





 ___________________________________________________________________________

		ss





 ___________________________________________________________________________

		netstat





 ___________________________________________________________________________

Сетевые соединения на узле - netstat/ss		-a





 ___________________________________________________________________________

		-l





 ___________________________________________________________________________

		-at/-au





 ___________________________________________________________________________

		-4/-6





 ___________________________________________________________________________

		-n





 ___________________________________________________________________________

		-p





 ___________________________________________________________________________

		-s





 ___________________________________________________________________________

		-I





 ___________________________________________________________________________

$ netstat -atunp

$ ss -4atunp

Утилита iftop		iftop





 ___________________________________________________________________________

$ apt-get install iftop

 ___________________________________________________________________________



Используемая пропускная способность в iftop

foo.example.com  =>  bar.example.com  1Kb  500b  100b

 <=  2Mb  2Mb  2Mb

 ___________________________________________________________________________

		cumm





 ___________________________________________________________________________

		peak





 ___________________________________________________________________________

		rates





 ___________________________________________________________________________

$ iftop -F 192.168.200.0/24

 ___________________________________________________________________________

$ iftop -F port http

 ___________________________________________________________________________

# iftop -P

 ___________________________________________________________________________

Утилита nethogs# apt-get install nethogs

 ___________________________________________________________________________



Сетевая статистика по процессам в nethogs

 ___________________________________________________________________________

Утилита iperf/iperf3		Клиент-серверная утилита, позволяет протестировать пропускную способность между узлами





$ apt-get install iperf3

 ___________________________________________________________________________

Server$ iperf3 -s

Server listening on 5201

. . .

Client$ iperf3 -c 192.168.1.51

Connecting to host 192.168.1.51, port 5201

[  5] local 192.168.1.49 port 59896 connected to 192.168.1.51 port 5201

[ ID] Interval  Transfer  Bitrate  Retr  Cwnd

[  5]  0.00-1.00  sec  114 MBytes  959 Mbits/sec  0  331 KBytes 

[  5]  1.00-2.00  sec  113 MBytes  946 Mbits/sec  0  331 KBytes 

. . .

[ ID] Interval  Transfer  Bitrate  Retr

[  5]  0.00-10.00  sec  1.10 GBytes  948 Mbits/sec  0  sender

[  5]  0.00-10.00  sec  1.10 GBytes  947 Mbits/sec  receiver

Утилита speedtest (speedtest-cli)		Измерение скорости доступа к Интернет





# apt-get install speedtest-cli

 ___________________________________________________________________________

$ speedtest-cli 

Retrieving speedtest.net configuration...

Testing from ER-Telecom (109.167.133.254)...

Retrieving speedtest.net server list...

Selecting best server based on ping...

Hosted by DOM.RU (Saint Petersburg) [5.58 km]: 20.283 ms

Testing download speed.................................

Download: 93.74 Mbit/s

Testing upload speed....................................

Upload: 95.22 Mbit/s

Управление печатью в ОС АльтОрганизация печати в UNIX-системахВзаимодействие приложений с печатающими устройствами ___________________________________________________________________________

		PostScript





 ___________________________________________________________________________

		PCL (PCL4/5/6)





 ___________________________________________________________________________

Обработка заданий на языке PostScript/PDF		Формат создаваемых заданий печати





 ___________________________________________________________________________

 ___________________________________________________________________________

		GhostScript (GS)





 ___________________________________________________________________________

 ___________________________________________________________________________

Процесс печати коротко		Приложение формирует задание на языке PS/PDF



		GS переводит его в язык понятный печатающему устройству



		Печатающее устройство (ПУ) обрабатывает задание (выполняет программу)





Спулеры		Печатающее устройство





 ___________________________________________________________________________

		Принтер





 ___________________________________________________________________________

		Связь ПУ и принтера





 ___________________________________________________________________________

		Спулер(spooler) - или сервер печати





 ___________________________________________________________________________

Спулер lpd		lpd - line printer daemon





 ___________________________________________________________________________

		управление печатью - утилиты, начинающиеся с lp - lpr, etc





Спулер CUPS		CUPS - Common Unix Printing System





 ___________________________________________________________________________

Процесс печати с использованием спулера		Приложение посылает документ в очередь (принтер)





 ___________________________________________________________________________

		Ожидание в очереди и передача документа на обработку.





 ___________________________________________________________________________

		Обработка документа фильтром.





 ___________________________________________________________________________

		Передача задания печати на ПУ





 ___________________________________________________________________________

		Примечания:





				Когда приложение отправляет документ в PS/PDF и ПУ понимает PS, то фильтр элементарен. Он лишь привносит обработку задания в соответствии с заданными параметрами.



		Если принтер понимает какой-то свой растровый или векторный формат (язык описания задания), то все становится сложнее.



		Если приложение генерирует задание не в PS/PDF, то все еще сложнее. Но это бывает редко.









Пакеты поддержки печати в ОС Альт		CUPS





 ___________________________________________________________________________

		foomatic





 ___________________________________________________________________________

		gutenprint





 ___________________________________________________________________________

		отдельные пакеты с драйверами





# apt-cache search epson

 ___________________________________________________________________________

		HP - все драйвера свободные (пакеты hplip-…)





 ___________________________________________________________________________

Дополнительные пакеты в ОС Альт		Пакет

		Содержимое



		cups-filters

		бэкенды, фильтры и пр, что не поддерживается Apple



		ghostscript

		транслятор на не-PostScript-языки



		cups-pdf

		Псевдо-принтер для создания PDF-файлов



		samba-client

		SMB-бэкенд



		gutenprint-cups

		драйверы проекта gutenprint



		foomatic

		база драйверов OpenPrinting



		hplip

		пакет программ для работы с печатающими устройствами HP



		hplip-PPDs

		пакет с драйверами HP





		Подробнее - см.





				https://www.altlinux.org/Настройка_принтера



		https://www.altlinux.org/Hplip



		https://www.altlinux.org/Принтеры_Canon









Система печати CUPSУстановка/запуск# apt-get install cups

 ___________________________________________________________________________

# systemctl enable --now cups

# systemctl status cups

 ___________________________________________________________________________

Веб-интерфейс CUPS		Пункт меню Настройка печати





http://localhost:631

Файлы поддержки печати/usr/lib/cups/backend

 ___________________________________________________________________________

/usr/lib/cups/filter

 ___________________________________________________________________________

Драйверы CUPS		https://www.cups.org/doc/postscript-driver.html



		PPD - Postscript Printer Description





 ___________________________________________________________________________

		Где брать информацию по устройствам





				https://www.openprinting.org/printers









 ___________________________________________________________________________

PPD-файлы в системе/usr/share/cups/model

 ___________________________________________________________________________

/etc/cups/ppd/

 ___________________________________________________________________________

Если не печатает…		Обычно проблема подключения ПУ связана с отсутствием правильного PPD-файла





		Поиск по базе пакетов (например epson-inkjet-printer-escpr)



		http://www.openprinting.org/printers



		Сайт производителя ПУ



		Использование Generic Postscript/Generic PCL





Подключение принтера в ОС АльтПодключение USB-принтера# lsusb

Bus 002 Device 001: ID 1d6b:0003 Linux Foundation 3.0 root hub

Bus 001 Device 004: ID 04f2:b57e Chicony Electronics Co., Ltd EasyCamera

Bus 001 Device 011: ID 03f0:3417 HP, Inc LaserJet 3055

Bus 001 Device 005: ID 0bda:0821 Realtek Semiconductor Corp. RTL8821A Bluetooth

Bus 001 Device 010: ID 046d:c077 Logitech, Inc. M105 Optical Mouse

Bus 001 Device 001: ID 1d6b:0002 Linux Foundation 2.0 root hub

 ___________________________________________________________________________

Установка принтера в веб-интерфейсе CUPS		Пункт меню Настройка печати





http://localhost:631



Внешний вид Web-интерфейса CUPS

		Доступ в Web-интерфейсу CUPS





# cat /etc/cups/cupsd.conf

. . .

<Location />

 Order allow,deny

 Allow localhost

 Allow 192.168.0.*

</Location>

Listen <hostname>:631

. . .

Добавление принтера в CUPS		Во вкладке Администрирование нажать кнопку Добавить принтер





 ___________________________________________________________________________



Добавление принтера в CUPS

 ___________________________________________________________________________

		Выбрать принтер, нажать Продолжить







Добавление принтера в CUPS-2

		Задать название принтера и его описание







Параметры, совместный доступ

		Разрешить совместный доступ к этому принтеру





 ___________________________________________________________________________



Выбор драйвера для принтера

		Выбор драйвера для ПУ





 ___________________________________________________________________________



Параметры принтера

 ___________________________________________________________________________

Изменение параметров принтера в CUPS		Вкладка “Принтеры”







Изменение параметров принтера

		Вкладка “Задания”





 ___________________________________________________________________________

Предоставление доступа по сети к принтерам данной системы ___________________________________________________________________________

		URI принтера на CUPS-сервера





http://<PC's IP>/printers/<printer's name>

		Системные - > Настройка печати





http://localhost:631/



Управление принтерами в CUPS

		Конфигурационный файл службы CUPS





/etc/cups/cupsd.conf

		Администрирование -> Разрешить совместный доступ к принтерам, подключенным к этой системе







Управление принтерами в CUPS - совместный доступ

Пользовательские утилиты печати (CUPS)		lp - постановка задания печати



		cancel - отмена задания



		lpstat - просмотр состояния очередей





Администраторские утилиты - управление состояниями		Состояния принтера





				активен - принимает задания и печатает



		неактивен - печатает, но не принимает задания



		включен - печатает



		выключен - не печатает









# lpstat -t

		cupsaccept





 ___________________________________________________________________________

		cupsreject





 ___________________________________________________________________________

		cupsenable





 ___________________________________________________________________________

		cupsdisable





 ___________________________________________________________________________



Состояния очереди

 ___________________________________________________________________________

Управление принтерами с командной строки		lpadmin





 ___________________________________________________________________________

		lpoptions





 ___________________________________________________________________________

		lpq





 ___________________________________________________________________________

# lpadmin -p null -v file:///dev/null

# lpstat -v

устройство для a225-HPLJP3010: hp:/net/HP_LaserJet_P3010_Series?ip=192.168.16.29

устройство для Cups-PDF: cups-pdf:/

устройство для HP-3050: hp:/usb/HP_LaserJet_3050?serial=00CNCK727325

устройство для null: ///dev/null

# lpstat -t

планировщик запущен

назначение системы по умолчанию: Cups-PDF

устройство для a225-HPLJP3010: hp:/net/HP_LaserJet_P3010_Series?ip=192.168.16.29

устройство для Cups-PDF: cups-pdf:/

устройство для HP-3050: hp:/usb/HP_LaserJet_3050?serial=00CNCK727325

устройство для null: ///dev/null

a225-HPLJP3010 принимает запросы с момента Вс 31 янв 2021 14:10:50

Cups-PDF принимает запросы с момента Вс 24 янв 2021 21:25:02

HP-3050 принимает запросы с момента Пт 24 сен 2021 10:01:44

null не принимает запросы с момента Ср 29 сен 2021 10:57:52 -

 reason unknown

принтер a225-HPLJP3010 свободен. Включен с момента Вс 31 янв 2021 14:10:50

принтер Cups-PDF свободен. Включен с момента Вс 24 янв 2021 21:25:02

принтер HP-3050 свободен. Включен с момента Пт 24 сен 2021 10:01:44

принтер null отключен с момента Ср 29 сен 2021 10:57:52 -

 причина неизвестна

# cupsenable null

# lpstat -p null

принтер null свободен. Включен с момента Ср 29 сен 2021 11:05:39

# cupsreject null

# lpstat -p null

принтер null свободен. Включен с момента Ср 29 сен 2021 11:05:39

 Rejecting Jobs

# cupsdisable null

# cupsaccept null

# lpstat -p null

принтер null свободен. Включен с момента Ср 29 сен 2021 11:14:51

# lp -d null /etc/passwd

id запроса null-99 (1 файл.)

# lpq -P null

null не готов

Ранг  Владелец  Задание  Файл(ы)  Общий размер

1st  root  99  passwd  4096 байт

События печати в системе ___________________________________________________________________________

/var/log/cups/access_log

/var/log/cups/error_log

Настройка печати в среде GNOME		Пункт меню Настройки GNOME





$ gnome-control-center

		Раздел Принтеры





Добавление принтера		Добавить принтер…







GNOME: Добавить принтер

		Выберите принтер, который необходимо подключить, и нажмите кнопку Добавить







GNOME: Добавить принтер - 2

 ___________________________________________________________________________



GNOME: Принтер доступен для печати

Изменение параметров принтера		Кнопка Параметры печати







GNOME: Изменение параметров принтера

Настройка печати в среде KDE		Настройки -> Параметры системы KDE6 -> Принтеры







KDE: Принтеры

Добавление принтера		Добавить принтер…







KDE: Добавление принтера

 ___________________________________________________________________________

		Выбрать рекомендуемый драйвер





 ___________________________________________________________________________

		Выбрать драйвер





 ___________________________________________________________________________



KDE: Выбор драйвера



KDE: Описание принтера



KDE: Принтер доступен для печати

Изменение параметров принтера		Кнопка Настроить… в окне описания принтера





 ___________________________________________________________________________



KDE: Изменение параметров принтера
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