Lab04_4: Implementing Storage Spaces Direct
Virtual machines: LON-DC1, LON-ADM1, LON-SVR1, LON-SVR2, LON-SVR3
User name: Adatum\Administrator 
Password: Pa55w.rd
Task 1: Install the features
1. Оп LON-ADM1, in Server Маnаgеr, in the console tree, select Аll Servers, and verify that LON-SVR1, 
    LON-SVR2, and LON-SVR3 have а Manageability of Online - Performance counters not started 
    before continuing. 
2. In Server Manager, in the navigation раnе, select File and Storage Services, and then select Disks.
З. In the Disks раnе, scroll until уоu find LON-SVR3 disks 1 through 4, and note that they аrе set to
    Unknown.
4. Right-dick or access the context mеnu for each offline disk, select Bring Online, and then in the
    Bring Disk Оnline window, select Yes. 
5. Bring online disks 1, 2, 3 for LON-SVR1 and LON-SVR2. 
б. Select Start, and in the Start menu, select Windows PowerShell ISE. 
7. When Windows PowerShell ISE completes loading, select File, select Ореn, and then navigate to
    C:\Labfiles\Mod04. 
8. Select Implement-StorageSpacesDirect.ps1, and then select Ореn. 
Note: The script is divided into numbered steps. There are eight steps, and each step has a number of 
commands. Run the commands by highlighting each command and pressing F8, one after the other in 
accordance with the following instructions. Ensure each step finishes, that is, goes from Stop operation
(a red square) to a Run selection (green arrow) in the menu bar, before starting the next. 
9. Select the line in Step 1, that is, highlight the entire line, starting with the first Invoke-Command,
   and then select F8. 
10. Wait until the installation finishes, and then verify that the output of the command includes lines
      (one for each server) with Success as True. 
11. Select the second line in Step 1, starting with second Invoke-Command, and then select F8. 
Note: When you start the second command to restart the servers, you can run the third command
to install the console without waiting for the second command's restarts to finish. 
12. Select the third line in Step 1, starting with Install, and then select F8. 
13. Wait a few minutes while servers restart and the Failover Cluster Manager tool
      is added to LON-ADM1.
14. Leave the Windows PowerShell ISE console open for the remainder of the exercise. 
Task 2: Create and validate a cluster 
1. On LON-ADM1, select the Windows key, and in the Start menu, select Server Manager. 
2. In Server Manager, select Tools, and then select Failover Cluster Manager. (This is to confirm it 
    is installed.) Leave the Server Manager console open. 

3. In the Administrator: Windows PowerShell ISE window, select the line in Step 2 starting with
    Test-Cluster, and then select F8. 
4. Wait about 5 minutes. 
5. Verify that the output of the command only includes warnings and that the last line is a validation report
     in HTML format. 
6. In the Administrator: Windows PowerShell ISE window, select the line in Step 3 starting 
    with New-Cluster, and then select F8. 
7. Wait until the installation finishes. 
8. Verify that the output of the command only includes warnings, and that the last line has a Name column
    with the value S2DCluster. 
9. Switch to the Failover Cluster Manager window, select Connect to Cluster, enter
    S2DCluster.Adatum.com, and then select OK. 
Task 3: Enable Storage Spaces Direct 
1. In the Administrator: Windows PowerShell ISE window, select the line in Step 4 starting with
    Invoke-Command, and then select F8. 
2. Wait until the installation finishes. 
3. If a Confirm dialog box opens, select Yes. 
4. There should be no output from the command, and ignore any warning message that opens. 
5. In the Administrator: Windows PowerShell ISE window, select the line in Step 5 starting with
    Invoke-Command, and then select F8. 
6. Wait until the installation finishes. 
7. In the output of the command, verify that the FriendlyName attribute has a value of S2DStoragePool. 
8. In the Failover Cluster Manager window, expand S2DCluster.Adatum.com, expand Storage, and 
    then select Pools. 
9. Verify the existence of Cluster Pool 1. 
10. In the Administrator: Windows PowerShell ISE window, select the line in Step 6 starting with
      Invoke-Command, and then select F8. 
11. Wait until the installation finishes. 
12. Verify that in the output of the command is the attribute FileSystemLabel, with a value of CSV. 
13. In the Failover Cluster Manager window, select Disks. 
14. Verify the existence of Cluster Virtual Disk (CSV).


Task 4: Create a storage pool, a virtual disk, and a share 
1. In the Administrator: Windows PowerShell ISE window, select the line in Step 7 starting with
    Invoke-Command, and then select F8. 
2. Wait until the installation finishes. 
3. Verify that in the output of the command is an attribute FriendlyName, with a value of S2D-SOFS. 
    This validates that the command was successful. 
4. In the Failover Cluster Manager window, select Roles. 
5. Verify the existence of S2D-SOFS. This also verifies that the command was successful. 
6. In the Administrator: Windows PowerShell ISE window, select the three lines in Step 8, starting 
   with Invoke-Command, and then select F8.
7. Wait until the installation finishes. 
8. Verify that within the output of the command is an attribute Path with a value of 
    C:\ClusterStorage\CSV\VM01. This validates that the command was successful. 
9. In the Failover Cluster Manager window, select S2D-SOFS, and then select the Shares tab. 
10. Verify the existence of VM01. This also verifies that the command was successful. 
Task 5: Verify Storage Spaces Direct functionality 
1. On LON-ADM1, on the taskbar, select the File Explorer icon. 
2. In File Explorer, in the address bar, enter \\s2d-sofs\VM01, and then select Enter. 
3. Create a new folder named VMFolder, and then open it. 
4. Switch to the Administrator: Windows PowerShell ISE window. 
5. At the Windows PowerShell command prompt, enter the following command, and then select Enter: 
    Stop-Computer -ComputerName LON-SVR3 
6. Switch to the Server Manager window, and then select All Servers. 
7. In the Servers list, select LON-SVR3. 
8. Verify that Manageability changes to Target computer not accessible. 
9. Switch back to the File Explorer window. 
10. Create a new text document in the VMFolder. 
11. In Failover Cluster Manager, select Disks, and then select Cluster Virtual Disk (CSV). 
12. Verify that for the Cluster Virtual Disk (CSV), the Health Status is Warning, and Operational 
      Status is Degraded. (Operational Status might also display as Incomplete.) 
13. On the taskbar, select the Microsoft Edge icon. 
14. In Microsoft Edge enter https://lon-adm1. 
15. In the All connections page select + Add. 
16. In the Add resources blade, scroll to the Server cluster pane, and in the pane, select Add. 
17. In the Add cluster blade Cluster name text box, enter S2DCluster.Adatum.com. 
    Clear the check box for Also add servers in the cluster (they are already included), and select Add.
18. After the cluster is added to the All connections page select S2DCluster.Adatum.com. 
22. Verify that when the page loads, the Dashboard appears has an alert for LON-SVR3 being offline. 
23. Start LON-SVR3. (While LON-SVR3 should start quickly, it may take a few minutes for the alert to 
      be removed.) 
[bookmark: _Hlk111407871]Task 6: Prepare for the next module
After you finish the lab, revert the virtual machines to their initial state by completing the following steps:
1. On the host computer, switch to the Hyper-V Manager console.
2. In the Virtual Machines list, right-click LON-DC1, and then click Revert.
3. In the Revert Virtual Machine dialog box, click Revert.
4. Repeat steps 2 and 3 for LON-ADM1, LON-SVR1, LON-SVR2 and LON-SVR3.






